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ABSTRACT

This paper describes a robotics technology { the Autonomous Observer (AO) { developed to facilitate experimentation

over the Internet. The AO is a mobile robot equipped with visual sensors. It applies visual tracking and motion

planning techniques to track a designated moving object (the target) in an environment cluttered by obstacles and

repeatedly measure the target's pose. This pose is sent over the Internet to remote users who can observe 3-D

real-time graphic renderings of the target's motion in its environment under individually selected viewpoints. The

AO was used to set up an experiment in which a can-collecting robot (playing the role of the target) equipped with

a range sensor and a simple arm automatically detects coke cans and collects them in a bag. Observation of the can-

collector's behavior through the AO allowed remote experimenters to correct software bugs causing failures on this

robot (e.g., colliding with obstacles, missing cans). It is well-known in experimental robotics that direct observation

of the performance of a robot is crucial for debugging and tuning the software controlling this robot. The AO

has proven to be an adequate (though perfectible) telepresence tool for remote experimenters. Other information,

e.g., ambient sound and live videos, can also be transmitted to these users to complement the graphic rendering

made possible by the AO. Multiple AO's could be used in the future to observe more complex environments with

multiple moving targets. Applications of AO technology are not limited to collaborative experiments. The same

basic technologies could bene�t other domains as well, such as teleconferencing, surveillance, and interactive TV.

Keywords: Remote experimentation, telepresence, distributed teams, autonomous observer, target tracking, mobile

robotics, asynchronous control, distributed systems.

1. INTRODUCTION

This paper describes a joint project between the Computer Science Robotics Laboratory at Stanford University and

the Center for Arti�cial Intelligence at the Instituto Tecnologico y de Estudios Superiores de Monterrey (ITESM) in

Mexico. The goal of this project was to develop robotics technology to assist geographically dispersed groups who

jointly perform robot experiments. A result of this project is the Autonomous Observer (AO), a mobile robot equipped
with visual sensors, which applies visual tracking, motion planning, and landmark-based navigation techniques to

track a designated moving object, called the target, in an environment cluttered by obstacles. The AO repeatedly

measures the target's pose (position and orientation) and sends this information over the Internet to remote users

who observe in real-time a graphic rendering of the target's motion in its environment from individually selected

viewpoints. The 3-D model of the environment is sent only once, prior to the experiment, so that only small amounts

of data are later exchanged between the AO and the users. Figure 1 illustrates the concept of an AO. Compared

to sending live videos over the network, the two key ideas behind the AO concept are (1) to reduce data exchanges

between the experimental site and the remote users and (2) to allow the remote users to locally select the most

pertinent viewpoints.

To demonstrate this concept, we have built and used an AO in the following experiment. The ITESM team developed

navigation and vision software to control a can collector, an in-door mobile robot that navigates according to user-

input high-level commands, such as \follow the wall on the right," and analyzes data provided by a laser range-�nder



Figure 1: The concept of an Autonomous Observer

sensor to automatically detect coke cans. The can collector is also equipped with a simple arm (a rod mounted

on a turret) to collect the detected cans in a trash bag. The ITESM team transfered the software that they had

previously developed for their own robot in Monterrey, to a similar one at Stanford. The AO was used by the ITESM

experimenters to remotely observe the behavior of the can collector (then playing the role of the target) and to �x

software bugs causing failures on this robot at the Stanford's environment (e.g., going to incorrect locations, colliding

with obstacles, missing cans).

It is well-known in experimental robotics that direct observation of the performance of a robot is crucial for debugging

and tuning the software controlling this robot. Our experiments show that the AO is an adequate (though perfectible)

telepresence tool that provides direct observation to remote experimenters. Other information, e.g., ambient sound,

data available on the robot, as well as live videos, can also be transmitted to these users in order to complement

the real-time graphic rendering made possible by the AO. Moreover, the application of the AO is not limited to

collaborative experiments in robotics or other domains involving complex equipment. We believe that the same basic

technologies could bene�t other tasks, such as telepresence, teleconferencing, surveillance, and interactive TV.

Our current AO is implemented using a Nomad 200 robot from Nomadic Technologies, Inc., equipped with two

cameras. One camera points horizontally and is used to track targets; the other points upward and is used to detect

ceiling landmarks for precise navigation. The AO is equipped with two onboard P166 computers and it is connected

by radio ethernet to the local area network. In our experiments, the target is another Nomad 200 robot.

This paper presents the software techniques implemented in the AO. Perhaps the most critical of these techniques

is a target-tracking planner that periodically decides where the AO must move to both keep the target in its �eld

of view, despite potential obstruction by obstacles, and remain at appropriate distance from the target. It must be

noted that the software controlling the target (the software of the can collector in the experiment reported below) is

designed independently from the AO. For that reason, there is no communication between the target and the AO.

The paper is organized as follows. Section 2 relates our work to previous research. Section 3 presents the components

of the AO software and their current implementation. Section 4 describes our experimental work on the can collector

and the use of the AO in this experiment. Finally, Section 5 draws conclusions from our results and discusses possible

extensions, including the use of multiple cooperating AOs.1

2. PREVIOUS WORK

Most robot tasks consist of moving objects between locations, e.g., manipulator arms assembling products and mobile

robots transporting parts. However, collecting pertinent information about environments through sensing is another

important task for robots. For instance, robots equipped with sensors can be used to build models of objects[1;6]

1For more information about the AO and ITESM's can collector visit http://underdog.stanford.edu/ and

http://renoir.mty.itesm.mx/~gordillo/OI/ , respectively.



and/or environments,[15;18] �nd objects (static or moving),[5;11] detect defaults (e.g., cracks in a structure), track

moving targets,[2;13;17;23] and perform surveillance operations. Such tasks often require computing motion strategies

to adequately place the sensors.[4] For example, building a 3-D map of a large environment may require a strategy that

will reduce the number of sensing operations;[1;15;18;21] �nding a moving object requires sweeping the environment

in such a way that the object cannot sneak into an already cleared subset of the environment.[5;17]

This paper considers an application where a mobile robot (the AO) uses a camera to track a target and estimate

the target's pose several times per second. Visual tracking is a well-studied problem in computer vision.[13;14;23]

However, traditional visual tracking techniques ignore obstacles and track a target until it escapes the �eld of view

of the camera. In some systems, the camera is mounted on a �xed-base pan-tilt platform that is servoed to keep the

target close to the center of the image. The AO camera has much greater motion capabilities; but, to make the most

out of them, the AO must continuously position itself with respect to the occluding obstacles in order to keep the

target in sight. This led us to equip the AO with a target-tracking motion planner that deals both with visibility

constraints and collision constraints (to avoid the AO to bump into obstacles, including the target itself). A model of

the environment (2-D layout of the obstacles) is given in advance, but it should be possible in the future to combine

our target-tracking planning techniques with on-line model-building capabilities. An alternative to a moving AO

would be to rig the environment with enough cameras, so that one of them, at least, would always have the target

in its line of sight; an art-gallery algorithm[22] could be used to compute the camera locations for this setup. The

AO o�ers several advantage over multiple �xed cameras: reduced engineering of the environment and ability (in the

future) to deal with dynamically changing environments.

Our target-tracking planner derives from our previous work,[2;10;17] in which we considered two main cases: (1) the

target's trajectory is known in advance and (2) it is unknown or only partially predictable. Here, we want the target

and the AO to be independently designed systems. Hence, the planner must operate on-line; this means that it must

iteratively compute the next \best" position of the AO in response to the most recent estimation of the target's pose.

At each iteration, the planner computes the AO position that minimizes a measure of the probability for the target

to escape the AO's �eld of view over a certain time span (the planner's scope). In theory, the longer the scope, the

better the AO can anticipate target motions out of its �eld of view. But, simultaneously, the more expensive the

computation becomes[17] and less pertinent the outcome (since the target keeps moving during the computation).

In our application, we do not expect the target to act antagonistically by trying to escape the AO's �eld of view.

Therefore, we have opted for a fast planner that anticipate possible target motions over a short time span, roughly

equal to a few cycles of the AO operations. Planning for target tracking in cluttered environment has applications

other than telepresence. For instance, in computer graphics, it can be used to automatically control the motion of a

virtual camera tracking a moving digital actor.[20]

The domain of application considered in this paper is telepresence. Though telerobotics can be seen as possible

component of a telepresence system,[7] our work is very di�erent. The AO is a robot, but it is not teleoperated; in

the experiment reported below, the target is also a robot, but it is computer controlled. The AO moves autonomously

to collect information about the target (currently, its pose), and transmits this information to user's workstations

for 3-D graphic rendering. The need to observe remote experiments is not unique to robotics and has been noted

in other domains, including physics[24] and medicine.[9] Light-�eld rendering is another technique that allows the

observation of a distant environment from selected viewpoints without 3-D modeling;[19] but it requires using a large

number of cameras, each precisely positioned in the environment.

3. AO SOFTWARE

3.1. Overview

As mentioned above, the AO is basically a mobile robot equipped with a camera to acquire images of a moving target.

Its software analyzes these images to estimate the pose of the target in the environment several times per second.

It sends this information to the user's workstations over the Internet. It also computes the sequence of positions

where the AO should go in order to maximize its chances of keeping the target in view. In a cluttered environment,

the target may move around the corner made by an obstacle and be suddenly occluded by this obstacle. As there is

no explicit communication between the AO and the target, the software must anticipate such a possibility and, for

example, command the AO to swing around the corner before the target gets too close to it. Of course, the AO must

simultaneously avoid colliding with obstacles and remain at an appropriate distance (a user-speci�ed parameter)
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Figure 2: Example of an arti�cial landmark used for localizing the AO

from the target.

The AO performs the same set of operations several times per second. These consist of: localizing the target,

sending the target's pose to the user's workstations, computing the AO motion to best keep the target in view, and

performing this motion. These operations do not have to be performed sequentially, or with the same frequecy, and

may be distributed over several processors as is the case in our implementation. To perform these operations the

AO software was designed in modules, each one presented int the following subsections. One of these modules, the

coordinator, supervises the rest of the software. Prior to its operations, the AO is given a polygonal map (2-D layout)

of the environment.

3.2. Landmark Detector

As it moves, the AO must keep track of its current position and orientation in the environment. This information

is needed not only for reliable navigation among the obstacles, but also to accurately estimate the target's position.

Our approach to AO self-localization is by means of arti�cial landmarks and odometric sensing. This combination

is not new and our techniques derive directly from the work presented in reference 3.

The AO uses a camera pointing upward to detect and recognize arti�cial landmarks placed at the ceiling of the

environment. Each landmark is a 4� 4 array of black or white squares, such as the one shown in Figure 2. The 4� 4

pattern is unique to the landmark and is called its ID. For each landmark, there is a subset of AO positions from

which it is visible to the AO.

The positions of the landmarks and their ID's are included in the 2-D map given to the AO. Whenever the AO detects

a landmark, it recognizes the 4 � 4 pattern, computes its own position and orientation relative to the landmark,

and derives its position in the environment. When no landmark is visible, the AO updates its position based on

odometric sensing.

The landmark detector receives a 320� 240 grayscale image as input. It �rst computes edge points and then looks

for edge chains that are consistent with the boundary of a square. If such a chain is found, lines are �tted to the

pixels which make up each edge. These lines yield the orientation of the landmark. Next, the positions of the inner

squares are computed and their intensities are read in order to identify the landmark. Four of these values are used

to disambiguate the landmark's orientation, while the others encode the landmark ID. At a ceiling height of 9 feet,

the translational and rotational errors of the self-localizer with respect to the landmark were unbiased with standard

deviations of 0.75 inches and 0.5 degrees, respectively.

3.3. Visual Tracker

A camera pointing horizontally allows the AO to track the target. The visual tracker �nds the target in the current

image provided by this camera and estimates its pose in the environment.

In the case where the target is a non-rigid object capable of performing complex motions, one would have to use

real-time versions of general-purpose tracking algorithms.[14;23] The visual tracker implemented in our current AO

is simpler, but limited to rigid targets moving in translation and rotation on a horizontal 
oor (three degrees of

freedom). The target is equipped with unobtrusive rectangular black-and-white patterns placed on its surface, as
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Figure 3: Barcode patterns placed on the target's surface

shown in Figure 3. Each pattern consists of a set of three vertical lines (used for its detection) and a horizontal

barcode identi�er.

The visual tracker receives a 320 � 240 grayscale image as input. It �rst searches the image for occurrences of a

three-line pattern by scanning a few rows of the image and looking for the appropriate sequence of intensity changes.

Since the pattern is rather large and located at an approximately �xed height, it is not necessary to parse more than

2 or 3 image rows. Once a sequence is found, a second procedure locates the pattern boundaries and �ts straight

lines in order to compute the corners (with subpixel precision) through line intersection.

After the corners are detected, the software module reads the binary barcode at the bottom of the pattern (a number

between 0 and 31). It exploits the fact that the four detected corners are perspective projections of a rectangle in

space to compute the position and orientation of the rectangular pattern in space.[16]

Finally, with the poses and barcodes of the detected patterns, the visual tracker infers the location and bearing of

the target. Typically, the target is reliably detected at distances ranging between 2 and 8 feet from the camera. The

relative errors on its position and bearing are less than 5% within the operational range.

3.4. Motion Planner

Our solution to the on-line target-tracking motion planning problem is deliberately simple and fast. Whenever it is

invoked, the planner picks a small set S of candidate positions toward which it can move within a short amount of

time Æ (the planner's scope), given its maximal velocity. For each position p 2 S, it uses the input polygonal map of

the environment to compute the region V (p) that the AO would see if it where at p. It then selects the position p

in S that maximizes the chances that the target be in V (p) given its most recent estimated position.

There are several ways to pick the set S of candidate positions. In our implementation, we place a grid over the map

of the environment and consider the grid points that are reachable by the AO along a collision-free straight-line path,

in a time Æ set to 2 or 3 times the average planning time (as we will discuss later, our planner takes approximately

constant time). We limit S to K candidate positions, at most, where K is a user-input parameter. If the grid's

resolution is too �ne, we pick the K positions at random among the reachable grid points.

Computing the visibility region V (p) at every candidate position is rather fast, but still too expensive to be done

on-line. So, we precompute V (p) at every grid point before starting the normal AO operations. At every grid point

p, the computation is done using a classical line-sweep technique (here, the \line" is a ray emitted from p that we

rotate from 0 to 360 dg.). This computation takes O(n log n) time, where n is the number of vertices in the input

polygonal map. The total precomputation is linear in the number of points in the grid. Our computation of V (p)

takes into account that the range of the AO's camera is both lower and upper bounded. Figure 4 shows the visibility

region at a position p { the obstacles are depicted in dark color and V (p) in light, and no upper limit is shown.

The visibility region V (p) could be restricted to the cone of vision of the camera tracking the target. However, as

the turret of the Nomad 200 rotates relatively quickly and its orientation can be controlled independently of the

heading of the robot, a separate servo-loop keeps the target-tracking camera oriented toward the target. For planning
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Figure 4: Visibility region of a point p

purposes, the observer has omnidirectional vision.

Thanks to the precomputation step, the on-line planner has quasi-instantaneous access to the visibility region of each

of the candidate positions in S. The visibility region of each candidate is intersected with R, the region reachable by

the target during the planner scope. The position with highest intersection is selected as the best candidate. This

computation corresponds to selecting the point that has the highest probability of observing the target within the

scope Æ. We call this planning strategy maximizing the probability of future observation. Ties among the candidates
are broken by selecting the position that keeps the distance between the AO and the target closest to the value

speci�ed by the user.

The above technique works well if the AO can move as fast as the target (or faster), and the time needed by the

target to travel outside the region visible to the observer remains signi�cantly greater than the planner's scope. If

this distance gets smaller, the planner should reduce its scope accordingly.

In the can-collector experiment, the planner used a a 129�142 grid, which corresponds to a spatial resolution of about

6 in. per increment. The parameter K is set to 15. The precomputation (carried out on a SGI indigo2 RS10000)

takes about 23 sec. Planning takes about 10� 15 msec. Although the computation of the visibility regions depends

on the number of vertices in the map, this operation is done o�-line. Therefore, the on-line planning time depends

mostly on K and is approximately constant for �xed K.

More sophisticated planning techniques could be used to select the next AO position. An interesting extension, if the

landmarks are sparsely distributed, is to maintain an explicit representation of the uncertainty on the AO position

and to aim at positions where a landmark is visible when localization uncertainty becomes too large. Such techniques

have been separately developed and tested successfully.[8]

A completely di�erent strategy, suitable for antagonistic targets, will be to solve a local mini-max problem. For each

candidate in S, evaluate the distance between the most recent estimation of the target's position and the boundary

of V (p). This distance, which we call the distance-to-escape, is roughly proportional to the minimal time needed by

the target to escape V (p); hence, it is a worst-case measure of the likelihood that the target escapes the AO's �eld of

view. Said otherwise, the larger the distance-to-escape, the more likely the target will remain in the �eld of view of

the AO. The best candidate is the one with the largest distance-to-escape. This strategy, which we call maximizing
the minimum escape-time, has been succesfully implemented in simulation and we are currently developing a robot

implementation based on this planner.



3.5. Motion Controller

The controller issues commands for each of the three actuators on the Nomad 200 robot { translation, steering, and

turret rotation. Translation and steering are actuated in order to head toward the positions (set-points) successively

selected by the motion planner. Note that the planner may generate a new intermediate position while the robot is

still moving toward the previous one. The controller then switches immediately to aim for this new set-point.

As mentioned above, the turret is controlled by a separate loop that keeps the horizontal camera pointing toward the

target. The quick response of the turret loop allows us to assume that the robot is equipped with an omnidirectional

target-tracking camera.

High-level motion control cannot be achieved by directly applying classic design methods since the information 
ow

between the AO system and the robot motors is an asynchronous transmission. The Nomad 200 motors are driven

by a galil DMC-630 board through a system daemon running as part of the Linux kernel in the robot's computer.

The DMC-630 is in e�ect a low-level position servo. For regular operations we can safely represent the response of

each axis using a simple kinematic model. However, since motion requests within the AO ultimately originate from

an active feedback process running at the top-level, and given that the OS on-board the robot is not based on a

real-time kernel, the axes motion responses become non-linear.

Given the sample rates required by the AO (10-15 Hz), we felt the need for a real-time kernel (which is an expensive

solution) could be avoided with a more sophisticated controller design. Our approach consists on a triple-layered

strategy: a linear compensator, an adaptive scheme that keeps the compensator tuned, and a time pacer that

regulates the control cycle to the speci�ed rate.

The linear compensator is designed using a pole-placement scheme. The controller parameters are selected in ac-

cordance to the desired control rate (15 Hz), the communication delays between the AO modules, and the time the

controller spends executing the necessary operations (duty cycle).

The adaptive loop keeps the compensator poles in place by recomputing the controller parameters as the control rate

and the duty cycle drift from their initial estimated values. The adaption maintains the closed-loop response close

to design speci�cations (e.g., settling-time of 1 sec. and overshoot of 1 %).

Finally, the time pacer veri�es that the control cycle stays close to the speci�ed rate. The pacer estimates on-line the

controller duty cycle, and pauses execution the amount necessary to keep the total cycle time within speci�cation {

i.e., it keeps the sampling time approximately constant. The pausing function is particularly important, as it gives

the kernel a good time slack to attend other processes. Without this slack, the control cycle will be interrupted at

arbitrary instants during operation.

3.6. User Interface

Each user can monitor the status of the remote experiment using the Graphical Robot Interface Program (GRIP).

GRIP also allows each user to teleoperate the target robot kept under observation (to emulate the robot joysticking

function that is usually available at the experimental site). The information about the experiment is retrieved from

the AO and displayed in graphical windows. A top-view window shows the 2-D map of the environment and the

current location of the target in this map, while other windows show 3-D renderings of the experimental site under

viewpoints selected by the user (see Figure 5). In our current system, we also allow the user to access video images

taken by the tracking camera.

The core AO system is separated from the user interfaces by a gateway module. The gateway module contains up-

to-date information of the changes in the environment observed by the AO. Any user interface module communicates

with the gateway module to obtain this information. For better fault tolerance on the Internet, the communication

protocol is a traditional acknowledgment protocol based on UDP. Thus, a target position sent to a user interface

module, but not received by this module, is simply forgotten. This prevents sporadic transmission problems from

queuing at the user's end and signi�cantly delaying the graphic visualization (a frequent problem when the standard

TCP/IP protocol is used). As new positions are computed 5 to 10 times per second, sporadic loss of information is

usually not perceptible by the users. The protocol gives reliable performance under low Internet traÆc, and degrades

gracefully when traÆc increases. The video images are displayed at a slower rate (on the order of one every 5 sec.).

3.7. Coordinator
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Figure 5: Rendering of the experimental site: (a) top view showing the target and the observer, as well as

the ceiling landmarks; (b) view from a selected viewpoint

Each of the above components runs as a separate Unix process. The communication between processes uses standard

TCP/IP protocols (with the exception of the UDP gateway), making it possible to run them on di�erent machines

and test each module independently. In our implementation, the landmark detector and the visual tracker run on one

of the AO's two on-board P166 processors, the motion controller and coordinator run on the other P166 processor,

and the motion planner and the UDP gateway run on a SGI indigo2 RS10000 station. The graphical interfaces run

at the users' remote ends.

The coordinator supervises the rest of the AO's software (see Figure 6). It integrates the information from each

module into a single representation of the state of the AO and the target. The state is essentially a vector pair (p; q),

where p and q are the most recent estimates of the position of the AO and the target, respectively. It connects as

a client to the landmark detector, the visual tracker, and the motion planner, and acts as a server to any process

requiring online information about the system state. The coordinator and the motion controller are integrated into

the same Unix process.

The coordinator estimates the current state from readings coming from the visual tracker and the robot's onboard

odometry. The estimated AO position is corrected for odometric drifts by using the information received from the

landmark detector. The visual tracker typically runs 20 to 25 times per second, which allows the coordinator to

update the target state with this same frequency. The landmark detector is invoked less often, as odometric sensing

is precise enough over short periods of time. The planner is invoked on the order of 5 times per second. Whenever

it is invoked, it computes the next set-point based the most recent state estimate.

4. CAN-COLLECTOR EXPERIMENT

The AO was used in several experiments between Stanford and other research centers (GRASP Laboratory at the

University of Pennsylvania, University of Illinois at Urbana-Champaign, and Iowa State University). The most

complex experiment is the can-collecting robot experiment done with the ITESM in Monterrey, Mex.

The main goal of this experiment was to evaluate the AO as a facilitating tool for collaboration in experimental

robotics among dispersed groups. The can-collector system was designed and developed at ITESM. It consists of

a semi-autonomous robot that follows routes speci�ed using high-level commands, searches for soft-drink cans, and

collects them in a bag.

The can collector is a Nomad 200 robot running three main software modules performing the following tasks: robot

navigation according to the input script; 3-D sensing and can recognition and localization; and can collection.

In the experiment an operator located at ITESM designs a script of high-level navigation commands (e.g., \follow

the wall on the right at some distance, until a corner is reached"), which is downloaded to the can collector. The can
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Figure 7: The can collector system

collector then executes these commands autonomously by running sophisticated on-board primitives that incorporate

sensing to manage uncertainty in the can-collector's position. The can collector estimates its position using its own

odometric and sonar sensors. It ignores the existence of the AO { it does not use any of the information computed

by the AO.

The script also instructs the can collector when to perform a 3-D sensing operation to detect cans. The 3-D object

recognition module receives data from a laser range �nder mounted on top of the robot (see Figure 7(a)). A 3-D image

is obtained at a �xed location of the can collector by rotating the robot's turret and thus sweeping a vertical plane

of light. The input data is segmented into 3-D surface patches using a generalization of the one-pass segmentation

algorithm for binary images. The surface patches are then characterized using central second-order moments and

curvature descriptors in order to detect cylindrical surfaces.[12]

The collection of each detected can is performed by using a hooked rod mounted on the robot's turret. The motion

of the robot and its turret is controlled by a speci�c software module in order to pull and drag a can over the table,

into a basket attached to the robot (see Figure 7(b)). This module �rst checks that the can is reachable by the rod

(which is mounted at a �xed height and has a �xed length).

While the can collector is in operation, the AO observes the can collector at some distance (see Figure 8), constantly



Figure 8: The AO and the can collector

sending information about its location and bearing to the operator at ITESM. There, the information is displayed

as shown in Figure 5.

Using the AO feedback, the operator checks whether the downloaded script is achieving its purpose or needs to be

corrected. Although the software was debugged on a similar robot at ITESM, a number of problems occured at

Stanford. Because sonars are imperfect sensors and odometric sensing is quite sensitive to the physical properties

of the ground surface, the can collector collided several times with obstacles. Moreover, the control module failed

on ocassions to collect cans into the trash bag. The ITESM team was able to �x all those errors by looking at the

graphic rendering and low-frequency video provided by the AO.

5. CONCLUSION

As robotics hardware become more sophisticated, it is increasingly important for researchers to be able to experiment

with remote systems. Remote experimentation may drastically reduce hardware costs (including maintenance) by

allowing more researchers to share the same equipment. By allowing researchers to experiment with their software

on various hardware systems at di�erent locations, it is also likely to yield more robust and portable software.

However, remote experimentation in robotics is complicated by the fact that the experimenters absolutely need to

observe the robots in operation. Indeed, it is virtually impossible to correct most software bugs without observing

the behavior of the robots controlled by this software. The Autonomous Observer is one tool developed to help

remote experimenters. It presents two major advantages over the mere transmission of live video: low volume of

data are exchanged between the experimental site and the experimenter's sites, and each experimenter can select the

most pertinent viewpoints. However, nothing prevents the graphic rendering provided by the AO to be augmented

by video images and sound.

Experiments with our AO have given very satisfactory results. However, these should be considered preliminary. The

can-collector experiment was developed in ITESM before being downloaded at Stanford. Therefore, a large portion

of the debugging had already been done in advance. Developing new software modules from scratch at a remote

site would be much harder. Also, the can collector is a relatively simple robot with only 3 degrees of freedom. The

AO technology must be extended to handle articulated robots (e.g., manipulator arms) and multiple robots. We

currently work on multiple cooperating AO's tracking several targets. The AO could also be used to track objects

other than the robots. For example, the current AO does not track cans, making video images necessary in order to

detect when a can is missed by the collector and when it falls outside the bag. Finally, we have not used the AO yet

when experimenters are located at multiple remote sites.

Another interesting extension of the current AO would be to equip it with on-line techniques to build environment



models. Such an ability will eliminate the need to provide a map of the environment in advance. It would also enable

the AO to operate in dynamic environments containing moving objects other than the targets.
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