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1 Introduction
Sonar is well established as a sensor for mapping the

robot workspace.
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of course, exploit this advantage. However the pseudo
continuous wave nature of the sensor offers advantages
in signal to noise ratio which the pulsed sensor cannot
match, since greater energy is emitted into the envi-
ronment. In this paper we show that this allows us
to discriminate planes, corners, and edges by taking a
scan using just one T/R pair.

In section 2 we present a brief introduction to the
system, together with a model for its application to
simple reflectors, i.e. planes, corners, and edges. Sec-
tion 3 demonstrates the application of the model for
real data and introduces a method to discriminate be-
tween these features. In section 4 we describe methods
of extracting features such as these from more complex
data, and in section 5 we demonstrate the application
of the sensor in map building.

2 The general concept

In this work a simple CTFM sonar device is config-
ured with one transmitter and one receiver. A con-
tinuous transmission frequency modulated system is
used, operating over a frequency range of f; (45kHz)
to fn (90kHz), using the saw-tooth frequency pattern
of figure 1. Assuming that the frequency bandwidth is
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Figure 1: The used CTFM sonar and the frequency pat-
tern of the transmitter.



not increased by the saw-tooth modulation, the trans-
mitted signal s is of the form [5]

s(t) = ARe {ezﬂj(f't'+mtf)} y tSt<tp (1)
where ¢, = t — t,, is the time during a sweep cycle,
ie. 0<t, < Ty, Ty = tyy1 — t, (184ms) is the sweep
period, and m is a constant (m = L{fi)

Mixing the returning signal with the signal currently
being transmitted, and filtering out high frequencies,
produces a difference signal containing only one fre-
quency f,, which corresponds to the range of the ob-
ject from which reflection has occurred.

The signal returned from a number of elemen-
tary (compared to the object size) surfaces irregularly
spaced in range and bearing depends on the type of
surface. The sum of these returns is called “rever-
beration” in sonar. If we write the distance to each
elementary surface as r + Ar; then the audible signal
can be approximated by the form

sq(t) = K’—}-ai Z Hg,ARg‘,oai,xRe {ez”j%—-ﬂ(""A”)t’}

i=1

@)
where K' = K2An (K is the modulation factor), J is
the product of the sensitivities of the T/R pair, a,
describes the attenuation of the signal in the air, Hy
is the directivity factor of the T/R pair, R, ¢ is the
reflectivity coefficient, o, 5 represents the spreading of
the reflection, and n is the number of returns. The
signal consists of a narrow band of tones representing
each reflecting point on the total surface, forming a
spectrum of signals uniquely related to the geometry of
the object in space and consequently having a unique
audible character.

The amplitude of s4(t) will vary in a theoretically
predictable manner if the reflection surface can be
modeled, but in practice this is very difficult for com-
plex objects.

3 Reflections from planes, cor-
ners, and edges

In the last section a very general description of the sys-

tem’s operation was presented. Let us now concentrate
on cases of reflections from well structured objects like
planes, corners, and edges.

3.1 Planes

Assume that we have a pair of pistons, displaced by b
(0.01m), of diameter a (0.01m) (figure 2) mounted on
a base able to rotate in one direction. The pressure at
a field point can be obtained by dividing the surface
of the piston into infinitesimal elements, each of which
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Figure 2: The T/R pair and a reflection from a plane.

acts like a baffled simple source of strength dQ = QodS
(assume that the piston vibrate in the perpendicular
direction with speed Qg exp (jwt)). The position rg of
each of these elementary sources can be given in terms
of polar coordinates rg, 6y, where 8 is the angle mea-
sured from the vertical axis in the piston plane. It is
supposed that the reflectivity of the plane is 1, and
there is no spreading of the signal on each reflection.
Then, the receiver can be considered as its mirror im-
age on the plane. The pressure at distance r generated
by one of these sources is given by [6]

dp(r,t) = jpc%%?e-" (wt—kr) gg (3)
where dS = rodrodfy and k = Z& (X is the wave-
length). The signal transmitted sy (t) is related to the
pressure level by ﬁ% = Jr, where Jr is the sen-
sitivity of the transmitter, and dp(1,t) is the pressure
level from a simple pair of T/R at 1m distance. In a
similar manner, the signal received, sg(t) %;ﬁ% = Jnr,
where Jg is the sensitivity of the receiver, and dpg is
the pressure level at the corresponding element of the
receiver. By integrating over the surface of the trans-
mitter S and the receiver S’, we get

_ J(w(t=r)=kr)
Pledlinda) / f E des" (@)
S i

=) =1~ 7 7

since |p(1,t)] = £ pocQok. The distance r (ry + r2)
is given by the relationships ' = r — rocosfysiné
and R = 7' — r cosf)sinf', where R is the distance
between the centers of the T/R pair, 7' is the distance
between the center of the transmitter and dS’, and 6
and #' the angles of incidence at the transmitter and
the receiver. Equation 4 can be rewritten as

,ST(t _ ,7.) ej(w(t—'r)—kR)

J JrIr R

/ / e3k(ro cos o sin 6-+rf cos 0y8in ') dsds’
S '’

sp(t) =

(5)




where 6 and 6’ are related to the angle between the

transducer and refl

ector plane ¢ (when ¢ # 0) by

. 2L+ r(sinf—sind) ¢ ,

sing = LG 0+ 5nd) -cos(mmaxﬂe[, 6]} — &)
rsind —L _  rcosd ©)
sin@ 4 sin@ = cosf + cos@’

L is the distance
transducer plane,
2ror{ sin (6o + 05) +

By relating equa
the magnitude of tl
corresponds to the
T/R. . The attenua
mated by 1/R (thi

between the two sources on the
L* = (a+0b)?+r5+ () +
- 2(a + b)(ro cos Gy + r{ sin6).

itions 3 and 5, it is obvious that
he double integral of this equation
directivity factor Hy, of the pair
ition ap of the signal is approxi-
s is true theoretically for the sim-

ple ray based model above; in practice there is likely
to be more spreading). To simplify the calculations
involved in equation 5, it is assumed that the dif-

ference between 8

and ' is due to the displacement

a + b, which means that they are constant for ev-
ery dS and dS' so that L = a+band r = R in
equations 6. Then Hp = N(8,A)N(¢',)), where
N(9, /\) — 21ra,J1!kasi_n_f)_'

ka sin §

The minimum area of the plane in order for the re-

flectivity to be 1 h

s to be a circle of diameter a cos ¢.

In smaller plane reflectors, the reflectivity will be de-
pendent on their size and A.

The radiation patterns produced by a piston-type
T/R pair differ to |some extent from these discussed
previously. The reasons for this discrepancy is that the
area of the baffle in| which the transmitter is mounted
is finite, the radiation from the back of the transmitter
may propagate into the region in front of it, so that
the resulting radiation pattern approximates that of
an acoustic doublet| rather than that of a piston in an
infinite baffle, and the material of an actual transmit-
ter cone is not perfectly rigid, [7].

3.1.1 Corners
Corners of perpendicular planes have exactly the same
characteristics as planes, but the angles of incidence at
the transmitter and receiver are given by § = —6' = ¢.

In this case Hp \ =

N(®,))2.

The maximum length for each side of the corner
to get full reflection is given by N; = 2&tb 2059 ,pqg

cos ¢’

N, = 26bc0s? whowe ¢f is the angle between one of

2 sin¢’

the planes of the c

orner and the line which connects

the transducer with the corner.

3.1.2 Edges

In this case, due to
ray, all the element

the spreading of every transmitted
ary receivers will receive a fraction
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of the signal. So the signal at the receiver due to trans-
mission from a simple source will be

_ .dST(t—T)/ eiw(t—r)—kr) ,
dsgp(t) = l] Frdn o " ordS'| dS
(M

1 . .
where o0, ) = T= and rs is the distance of each
’ 2mwfra/A

receiving element from the spreading point on the edge
for each transmittec.l ray, rg = oS80 Because
ro affects only amplitude and 6 — @' is small over the
region of interest, we approximate it as R/2. Then
Hy » takes same form as for planes, but sg(t) depends

on o, as well.

3.1.3 The CTFM sonar image

We have now defined all the parameters of the model
for the cases of plane, corner and edge reflectors. The
beat signal is given by

5q(t) = FapHy xor  Re {ezﬂ%Rt‘ } 8

which corresponds to a sinusoid of frequency propor-
tional to the range but with constantly changing am-
plitude, due to the dependence of Hy  and og,x on A
F is a factor dependent on the sensitivities Jr, Jr, on
A, and on K. The CTFM sonar image is the Fourier
transform of the beat signal

u(f) = 3Fan (X(f - "+ x(7 +25) )

where X (f) is the Fourier transform of Hy xog,». Both
Hp ) and og,) are dependent on A which is a function
of t. This affects the calculation of X(f), which is
dependent on the angle ¢, the range R and A. So the
image consists of a cosine modulated by the directivity
and spreading signals, which are varying with time and
angle ¢ and affect the amplitude and shape of the tone.

3.2 Discrimination between planes,
corners, and edges
It is of interest to examine the variations of peak am-
plitude with respect to the orientation of the sensor.
In figure 3, the change of the tone amplitude with re-
spect to the orientation of the sensor is presented for
the case of a plane, a corner, and an edge using the
previous expressions (dashed lines), together with the
equivalent experimental results (solid lines). The the-
oretical results match very well with the experimental
for corners and edges but they differ slightly for planes.
This is due to the simplifications made in equations 6,
because the difference between € and ¢’ increases with
the width of the amplitude envelope and to satura-
tion effects at the receiving system. The planes have
a larger beam width (defined as the region over which
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Figure 3: Variation in amplitude with the orientation for
a plane (a), a corner (b), and an edge (c). The maximum
amplitude is normalized to 1 in each plot.

the amplitude is within 3dB of the peak), and a high
maximum amplitude. The corners in practice have a
narrower beam width but also a high maximum am-
plitude. Finally, the edges too have a narrow beam
width but a low amplitude, because of the spreading
coefficient.

A set of two features is sufficient to describe these
differences between the three types of reflectors. One
is the beam width of the amplitude envelope (F}), and
the other the maximum amplitude (scaled with the at-
tenuation factor ;) (F2). In order to test how effec-
tive the discrimination of the reflectors can be, the set
of these features was derived for three cases for each
reflector type (table 1).

Planes Corners Edges

min | max | min | max | min | max
F 23 32 14 16 11 12
F> | 752 | 1316 | 668 | 1326 | 268 | 306

Table 1: The features values which discriminate planes,
corners, and edges.

4 Detection of simple tonal re-

flectors

We will describe patterns corresponding primarily to
a single tone, such as the ones above, as resulting from
simple tonal reflectors. The detection of simple tonal
from complex reflectors is essential in room mapping
problems. In order to discriminate between these two
distinct classes a tone indicator is sought which will
describe the extent to which a given pattern has the
shape of a tone, i.e. a single peak.

The region of the image which includes the pattern
is isolated by filtering and transferred to the baseband
[8]. Then a TLS-Prony model of nth order is used to

estimate this region [9]. The frequencies of the n poles
correspond to the peaks’ ranges and their amplitudes
to the peaks’ values. In the case of a simple tonal pat-
tern all the peaks with high amplitudes should appear
in very close range. In contrary, in a complex pattern
the high amplitude peaks are distributed in all over
the selected region. A feature which points out these
differences is given by

F =3 {((fi = fo)’pi)’threshold(p)}  (10)

=1

where f; and p; are the location and normalized ampli-
tude of the ith pole and fj is the location of the highest
amplitude pole and threshold(p;) is a function whose
value is 1 if p; is above a threshold level of amplitude,
and 0 if it is below. By this way we include only the
poles of high amplitude in the calculations of the tone
indicator. An example of how this method works is il-
lustrated in figure 4 for a plane and a curtain (n=>50).
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Figure 4: The poles locations of two selected regions.

The efficiency of this feature is tested on a set of typ-
ical reflectors in an indoor environment (three planes,
three corners, three edges, and three reflections from a
curtain). Table 2 presents the corresponding values of
F. As it is observed there are significant differences in
the values between tonal and complex reflectors which
can easily be distinguished by applying a thresholding
operation.

Tonal patterns Complex patterns
min max min max
F | 0.076 0.961 | 1483.854 | 3651.623

Table 2: The F values for simple and complex patterns.

5 A room mapping problem

Finally we illustrate the use of these methods to map a
simple room. It is bounded by six walls which include
a curtain, a wall light and a door with its frame. We
aim to provide a spatial map of this room and to ex-
tract all possible information for each reflector type. A
very simple and computationally cheap way to detect
and locate the reflectors at the borders of the room
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is based on the fact that the greatest return from a
surface occurs when it is normal to the transmitted
beam. We proceed as follows.

1. Determine the position of clusters through iden-
tifying the points of maximum amplitude in the scan
image at each orientation.

2. Isolate any simple tonal reflectors from the scan
image at each orientation.

3. Locate the range of the point of maximum am-
plitude of the reflector. This allows us to determine
orientation.
4. Reconstruct a Cartesian image of the boundary of
the room through integration of results from adjacent
tonal reflectors.

5.1 Experimental results

To start with, a full scan of the room in a horizontal
direction was taken with 1° step in the azimuth angle.
Then a two dimensional matrix (called scan image, fig-
ure 5) was constructed by these measurements, where
each column corresponds to the sonar image at each
orientation. It can be seen that each reflector will ap-

A
Distance [m]
Curtin —
3_
c
o
e o
RS W4
c
24 -
P
I
e
oF
N -
T T T >
o 90 180 270 360

Orientation {deg]

Figure 5: The resulting scan image (for clarity the figure
only includes points above a certain threshold and the am-
plitude of each cluster is normalized). Notations P, C, and
E correspond to planes, corners, and edges respectively.

pear as a cluster in [the scan image. The width in the
orientation axis of each cluster is due to the wide an-
gular beam of the sensor, while the width in the range
axis is due to the complexity of the reflector.

5.2 Detection of reflectors
The locations of the detected reflectors in the room
map are illustrated in figure 6 (points 1 to 14). These
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mark the position of maximum amplitude in each ori-
entation. Increasing the step size up to 10° won’t affect

14
.

13p
1m

11 12]e

10 . 5

9 8 7 6

Figure 6: The room borders.

the detection of the targets, but the accuracy of the
bearing estimation will be much lower. To use such a
sparse scan we have to retain all the clusters appearing
in the scan image by extracting not just the maximum
point of the CTFM sonar image at each orientation,
but all points corresponding to the major peaks.

5.3 Isolation of simple tonal reflectors

Once the position of clusters is determined, the tone
indicator is used to distinguish simple from complex
tonal clusters. We see this in the real data. Points
2,3,4 and 6 were classified as complex reflections. 2, 3,
and 4 correspond to the curtain. Point 6 corresponds
to a corner, but where the frame of the door affects the
image pattern so that it consists of multiple peaks.

5.4 Discrimination between planes,
corners, and edges

The simple tonal reflectors were classified using the
method of section 3. Three points (out of fourteen)
were classified in error. It is likely that the errors oc-
curred owing to the simplicity of the model; in partic-
ular because of inaccurate estimation of the function
(ar) which describes the dependence of image ampli-
tude on the distance. We then determine the orien-
tation of each structured reflector by examining the
change in amplitude with orientation. The maximum
amplitude does not always correspond to the true ori-
entation; the middie point of the distribution is often
a better estimator. Using these angles a new map of
the room is obtained, presented in figure 7. Note that
second order reflections 3 and 4 can be excluded using
this method, because they appear on the other side of
an identified plane (5) and at ranges where the curtain
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Figure 7: The located and identified borders.

image should be located. In addition reflections 3 and
4 have similar pattern with 2.

5.5 Integration of features

Given a knowledge of the basic geometry of the room,
integration of the results can be used to improve ac-
curacy. Assume three successive reflector positions. If
the middle point is a plane, then all of them should
be lying at the same line. If it is a corner, then the
two outer points should be closer to the sensor. And
finally, if the reflector is an edge, the two points should
be further from the sensor.

Planes and corners have one tonal indicator in com-
mon, as do corners and edges. Therefore errors be-
tween these two groups of features are more likely than
between planes and edges, and the initial estimate is
overridden in these two groups if the class of reflector
does not agree. However we do not reclassify planes
as edges or vice versa. In addition we check the ori-
entation of features, to see if a collinear assumption is
justified.

By applying all these simple rules, the map of figure
7 will be changed. Reflectors 1 and 10 become planes.
Reflector 13 is classified as an unknown object, because
the feature values of F; and F»> suggest a corner but
the orientation does not line up with adjacent features
(in fact it is caused by an object protruding from the
wall). The same thing is valid for reflector 7. Finally,
reflector 14 is confirmed as a corner.

6 Conclusions

In this paper we have seen that a set of different fea-
tures appearing in the CTFM sonar image can provide
sufficient information to discriminate between different
types of reflectors. Such feature recognition is based
on geometrical modeling (unrelated to the transmitted
signal pattern), hence it is not unique to the CTFM
sonar. However, the increased energy available from
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the continuous wave radiation provides clearer infor-
mation through the improved signal to noise ratio.

Early results of using this system have confirmed
the advantages and demonstrated a simple method for
map building. The algorithms exploit both range and
amplitude information and the wide beam of the sonar
potentially enables it to track objects in different orien-
tations using a single image. The main difficulty lies on
the robustness of target’s identification, caused by the
over simplistic representation of amplitude’s depen-
dence on distance (further experiments suggest that
the air absorption should be considered), and the sat-
uration effects produced by the highly powered trans-
mitted signal. At the present methods to eliminate
these effects are investigated.
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