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Abstract

Endoscope is widely used in the minimally invasive surgery.
However the size and distortion of endoscope images limit
its use in the surgery planning and navigation. In this
project, we stitch the endoscope video images up to get a
large view of the knee surface, which actually enlarge the
view of the surgeons thus enable them to explore the knee
surface in the operation. We first correct the radial dis-
tortion by using camera sphere projection model. Then we
calibrate the camera by estimating the intrinsic parameters
of endoscope camera. With two trackers installed on the
bone and endoscope, we can easily recover the transforma-
tion from the bone to the endoscope. For each vertex on
the bone surface, we can compute the texture coordinates
based on the bone to endoscope transformation. Finally,
texture mapping technique is used to stitch the endoscope
images onto the surface.

1 Introduction

The trend of computer assisted orthopedic surgery is to
achieve true minimally invasive surgery (MIS). As a the
diagnose tool of MIS, Endoscope and related research are
attracting more attentions. Due to the small field of view
(FOV) and big image distortion of endoscope, it is very dif-
ficult to connect individual images to the global anatomical
shape. Especially for the bone surface, with less texture in-
formation, all the images look similar, we will get lost by
looking through only one image. Why not create a big view
for the object of interest based on these disconnected im-
ages? Is it possible to recover the 3D surface based on these
images?

these questions have been explored for years and some
important works are briefly described as follows. After that,
our method is proposed and detailed.

1.1 Previous Work

Many people are interested in navigation across endoscope
images [1], [4]. Dey et al. [2] map the endoscope images

onto the 3D surfaces via a two-dimensional 2D to 3D map-
ping algorithm. They first register the position and orien-
tation of the endoscope by an optical tracking system, so
does the 3D surface model. An optical model is then used
to identify and extract the surface patch which is visible to
the endoscope. Finally a 3D to 2D transform is applied to
generate a virtual endoscope image and texture map the real
image onto it.

Some people focus on the 3D reconstruction. Quartucci
and Tozzi [3] use only one endoscope image to reconstruct
the 3D shape of anatomical objects. They model the cam-
era as a spherical projection model and use shape of shading
technique to recover the 3D shape after the camera calibra-
tion. A dichromatic model is used to obtain a lambertian
surface.

1.2 Our work
We actually have proposed two applications of endoscope
images in this project. Both are related to generating a big-
ger view of bone surface from endoscope images.

By fixing the center of projection of endoscope, we warp
all the images onto a 2D plane to create a panorama. If
we define the orientation of the endoscope by a ray passing
through the head and the end of endoscope, fixing center
of projection means all possible rays intersect at one point,
which is the center of projection. Under this assumption, we
can warp each image by computing a homograph based on
the tracking information. However, without some important
equipments, we have to postpone this experiment.

Without the above assumption, we have to use existed
3D surface to help stitch these images. After we correct
the radial distortion, we can register each image to the cor-
responding 3D anatomical position based on the tracking
information. We use texture mapping technique to patch
the image onto the local surface. After using blending tech-
nique, a big 3D view will be generated.

2 Methods
In our work, we use camera spherical projection model to
correct the radial distortion of endoscope camera. Then we
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calibrate the camera by estimating the intrinsic parameters
from a set of control points. Finally we compute the texture
coordinates for each vertex on the surface based on tracking
information and use texture mapping technique to stich all
the endoscope images up to a large 3D image map.

2.1 Calibration

2.1.1 Image Calibration

There are many kinds of lens for endoscope, such as fisheye,
wide angle. The endoscope we use in our experiment has a
fisheye lens installed. The resulting endoscope images have
a large distortion. The deformation can not be recovered
by computing a homograph. We calculate the deformation
based on the camera spherical projection model.

In the camera spherical projection model, a 3D space
point is firstly projected on a spherical surface of radius f
with origin at the image projection center and then the ob-
tained point on the spherical surface is projected onto the
image plane. The model maps the 3D space points into a
sphere with radius f . It covers 180o field of vision [3].

Let (x, y, z) be the point coordinates in the 3D space
with origin at the projection center, and the z axis along
the camera optical axis. (u, v) the coordinates in the im-
age plane (distorted). Thus we can easily get the following
warping transformations:

u =
f · x√

x2 + y2 + z2
(1)

v =
f · y√

x2 + y2 + z2
(2)

By printing out different size of checker board images
on the paper, we apply above warping transformations to
the corresponding captured endoscope images to get cor-
rected images by tuning the parameter f . Based on the vi-
sual judgement of correctness, we can find a series of f for
different size of checker board images. Finally we use the
average f as the distortion parameter. During calculation,
we assume each pixel in the image has the same z value.
We have also tuned this value to get best results.

Figure 1 and 2 show the results of correctness of radial
distortion. The distorted checker board images and grid im-
ages are listed in the top row and the corrected images in
the bottom.

2.1.2 Camera Calibration

Camera Calibration is a classical problem in computer vi-
sion field, where a camera transformation from the 3D view
coordinates to the 2D image plane needs to be calculated.
This 3D to 2D transformation is described by
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 (3)

where K is a 3× 4 transformation matrix defined by the
camera intrinsic parameters. (x′v, y′v, z′v, ω′v) are the 3D ho-
mogeneous view coordinates of endoscope. (ωuv, ωvv, ω)
are the projected 2D coordinates on the image plane. By
labelling a set of control points with known (x′v, y′v, z′v, ω′v)
and (ωuv, ωvv, ω), we can use least square to recover the
matrix P .

2.2 Texture patching

2.2.1 Tracking System

We build a two-tracker optical tracking system by putting
one tracker on the bone and the other one on the endoscope,
in order to obtain the position and orientation of the endo-
scope and the bone. Moreover, we can compute the trans-
formation from bone surface to the endoscope based on the
registration. That means, we know the transformation from
world coordinates to the endoscope view coordinates. By
denoting this transformation as T , we will have
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 (4)

where (xv, yv, zv, ωv) are 3D homogeneous world coor-
dinates.

Figure 3 illustrates the tracking system.

2.2.2 Texture Mapping

By calculating the transformation T from world coordinates
to view coordinates and the transformation K from view
coordinates to image plane, we can project 3D scene to 2D
image plane

ωp = T ·K ·P (5)

where p = (u, v, 1) is a point on the 2D image plane.
P = (x, y, z, 1) is a point on the 3D space.

Endoscope images are 2D projections of 3D scenes. For
each tiny patch on the surface, we use above transforma-
tion to compute the texture coordinates for each vertex on
the surface. Then we can use texture mapping to patch the
images onto the surface.
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Figure 1: Radial distortion correction. Top row: test checker board images. Bottom row: corrected images

3 Experiments and Results

3.1 Experiments
We have captured 743 endoscope image frames for a knee
model. Each frame consists of a 640× 480 bit black-white
image. We also build a 3D mesh for this knee model.

We have printed out 3 different sizes of checker board
images and 3 different sizes of grid images for image cali-
bration. We use f̄ =

∑
i fi/6 as the distortion parameter,

where fi is the distortion parameter estimated from each
test image i.

We have collected 100 control points (illustrated in Fig-
ure 4) for camera calibration.

3.2 Results
Figure 5 shows the 3D bone surface. Figure 6 shows the
first 20 endoscope frames texture mapped onto the surface.
(I only show the texture mapped triangles here since I still
have trouble with displaying both the mesh and textured
map at the same time.)

4 Summary
In this project, we have developed a framework to stitch a
set of endoscope images together onto a bone surface, such
that we can obtain a large view of bone surface. We use
camera spherical projection model to correct the radial dis-
tortion. We build a two-tracker system to track the position
and orientation of the endoscope and bone surface. Further-
more we compute the transformation from the world coor-
dinates to the endoscope coordinates. After the camera cal-

ibration, we have the transformation from 3d space to 2D
image plane. By computing the texture coordinates of each
vertex on the surface, the endoscope image is mapped to the
surface directly.
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Figure 2: Radial distortion correction. Top row: test grid images. Bottom row: corrected images

Figure 3: Tracking system
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Figure 4: Control points for camera calibration
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Figure 5: 3D bone surface
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Figure 6: Texture mapped surface by the first 20 endoscope frames
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