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Abstract Event detection is a fundamental information extraction task, which has been
explored largely in the context of question answering, topic detection and tracking, knowl-
edge base population, news recommendation, and automatic summarization. In this article,
we explore an event detection framework to improve a key phrase-guided centrality-based
summarizationmodel. Event detection is based on the fuzzy fingerprint method, which is able
to detect all types of events in the ACE 2005 Multilingual Corpus. Our base summarization
approach is a two-stage method that starts by extracting a collection of key phrases that will
be used to help the centrality-as-relevance retrieval model. We explored three different ways
to integrate event information, achieving state-of-the-art results in text and speech corpora:
(1) filtering of nonevents, (2) event fingerprints as features, and (3) combination of filtering
of nonevents and event fingerprints as features.

Keywords Event detection · Extractive summarization · Passage retrieval · Automatic key
phrase extraction · Centrality

1 Introduction

Automatic summarization aims at creating new documents that, while shorter in length,
capture the most important content of an input document or a set of documents. This
new document, the summary, is characterized by several aspects, such as the origin of
the content, the number of input units, or the coverage of the summary. Concerning its
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content, a summary might be composed by extracts, directly taken from the input, or para-
phrases, which convey the content of a passage of the input using different words. In
relation to the number of input units, if the input consists of only one document, the task
is designated single-document summarization. However, when dealing with several input
documents, we define the problem as multi-document summarization. Finally, the coverage
of the input source(s) can be comprehensive, when creating generic summaries, or selec-
tive, if driven by an input query. A thorough analysis of the bibliography of this research
area clearly shows that the main focus of automatic summarization is news stories: orga-
nizations need to have quick access to the information that affects them, and people want
to be informed about the environment where they act. The bulk of this information is dis-
seminated, either by written text, such as newspaper articles, or speech as broadcast news.
Interestingly, although this type of documents is characterized by conveying information
about events, most of the work concentrates on approaches that do not take into account this
aspect.

We focus on extractive summarization, which means that the resulting summaries con-
sist of a sequence of extracts (sentences, paragraphs, or, in some cases, sentence-like
units if summarizing automatic transcriptions of spoken documents) that are selected
according to a relevance rank of the selectable extracts of the input. In this article, we
explore event detection to improve a key phrase-guided centrality-as-relevance summariza-
tion model. By event detection, we mean the identification and classification of events,
such as the ones described in the ACE 2005 Multilingual Corpus [47]. Our approach is
based on the fuzzy fingerprint method [13,22,36]. We combine event information with
a two-stage summarization approach (KP-Centrality) [24,34]. The first stage consists of
the identification of a set of phrases that capture the most important content of an input
source (key phrase extraction). Then, this set of key phrases is used in a centrality-as-
relevance summarization model to improve the detection of the most important passages.
In centrality-as-relevance models, the detection of the most important passages is based on
the identification of the central passages of the input source(s). Key phrases are well-known
devices for reinforcing precision, thus improving centrality. We will use this framework
to incorporate event information, exceeding state-of-the-art results in summarization. The
two-stage method starts by extracting a collection of key phrases that are then used in a
centrality-as-relevance summarization model. This summarization approach achieves state-
of-the-art results and provides an adequate framework for the integration of additional
information. Within this framework, we explore different ways of incorporating event
information, attaining state-of-the-art results in both written and spoken language docu-
ments.

This document is structured as follows: Sect. 2 addresses relevant related work; Sect. 3
describes the event detection method; Sect. 4 presents our summarization model; Sect. 5
details the integration of event information; Sect. 6 describes the experimental validation;
and conclusions and future work close the document.

2 Related work

We identify two lines of research related to our work: event detection and summarization.
While most summarization work does not identify or classify events according to their type,
as we propose, there are, however, approaches that explore pattern-based methods to extract
event information. Regarding event detection, current work is mainly concerned with explor-
ing supervised classification methods.
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<!DOCTYPE source_file SYSTEM "apf.v5.1.1.dtd">
<source_file URI="CNN_ENG_20030630_085848.18.sgm"

SOURCE="broadcast news"
TYPE="text"
AUTHOR="LDC"
ENCODING="UTF-8">

<document DOCID="CNN_ENG_20030630_085848.18">

[...]

<event ID="CNN_ENG_20030630_085848.18-EV1"
TYPE="Life"
SUBTYPE="Injure"
MODALITY="Asserted"
POLARITY="Negative"
GENERICITY="Specific"
TENSE="Unspecified">

<event_mention ID="CNN_ENG_20030630_085848.18-EV1-1">
<extent><charseq START="337" END="344">injuries</charseq></extent>
<ldc_scope><charseq START="334" END="388">no injuries have been

reported thankfully hat this time</charseq></ldc_scope>
<anchor><charseq START="337" END="344">injuries</charseq></anchor>

</event_mention>
</event>
</document>
</source_file>

Fig. 1 ACE 2005 Multilingual Corpus event example

2.1 Event detection

In the late 1990s, the event detection problem was investigated under the topic detection and
tracking (TDT) effort [2,5,49,51]. The TDT project was organized into two primary tasks:
first story detection or new event detection (NED), and event tracking. The goal of the NED
task was to discover documents discussing breaking new events from a news stream. The
other task, event tracking, was focused on the tracking of articles describing the same event or
topic over time. More recent work using the TDT datasets, focused on event threading which
consists of tracking and linking several related events. Recent work [10,14,29] consists of
organizing news articles about armed clashes into a sequence of events, but assumes that
each article described a single event. Another related type of task, passage threading [10],
extends event threading by relaxing the one event per news article assumption and uses a
binary classifier to identify “violent” paragraphs.

Even though the TDT project ended in 2004, new event detection research followed:
Automatic Content Extraction (ACE), and the associated ACE 2005 Multilingual Corpus, is
themost pertinent example. The goal of the event annotations of theACE corpus (Fig. 1) is the
detection of events in text. In addition to the identification of events, the ACE 2005 [47] task
identifies participants, relations, and attributes of each event. This extraction is an important
step toward the overarching goal of building a knowledge base of events [16], which lead to
new projects including the TREC temporal summarization task in 2013.

Event datasets are usually composed of several news articles. Experts defined a list of
event types and annotated each sentence of the news articles. In practice, only a few sen-
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tences contain these types of events. Frequently, these sentences describe only one event and
are complemented with other sentences describing other unrelated events (a type of event not
included in the list) or “no events” such as a dateline, leading to an imbalanced dataset. As
a result, it is hard to obtain good classification results in these imbalanced datasets with few
examples of events. There are several ways to address this problem: namely to increase the
number of examples of events through bootstrapping techniques, or augmenting the event-
labeled dataset by including documents from other collections (cross-document techniques)
such as MUC-6 (Message Understanding Conference, edition 6) [18]. Other works explore
a wide range of features using supervised classifiers [30]. Generally, a drawback of these
approaches is that performance rapidly decreases as the total number of event types or labels
increases. In fact, for multi-label document classification in large datasets, probabilistic gen-
erativemethods can outperformdiscriminativemethods such as support vectormachines [37].
For small datasets, such as the ACE 2005, there is not enough data to successfully learn either
a generative or a discriminative model, as it is hard to model probabilistic distributions with
few points. The alternative for these cases is to use a frequentist over a bayesian method, such
as the Writeprint method [1] or the fuzzy fingerprints [13,22,36] method detailed in Sect. 3.
This method has low computational runtime and memory requirements for both training and
classification, especially when compared to probabilistic methods. In addition, it is able to
detect examples of all event types. This is particularly important for this work, as it will have
an impact in the filtering out of sentences without events.

2.2 Summarization

Most of the work in automatic summarization focuses on extractive summarization. In
fact, extracting the important content is the first step of a generic summarization system.
The extracted information can subsequently be further processed if the goal is to generate
abstracts. The important content in the abstracts is generally devised as a set of concepts
that are synthesized to form a smaller set and then used to generate a new, concise, and
informative text. On the other hand, in extracts, the identified content consists of passages,
sentences, or sentence-like unit (SUs), depending on the input, that are concatenated to form
the summary.

Compared to written text summarization, summarization of speech documents presents
additional challenges. When using text, it is feasible to use syntactic [46], semantic [15,43],
and discourse information [45], in addition to features based on structure and significance
metrics [28]. In fact, speech processing-related problems, such as recognition errors or dis-
fluencies, constrain the use of text summarization approaches and greatly influence the
subsequent processing. Conversely, speech-specific features, including acoustic/prosodic
information [27] or recognition confidence scores [52], can provide useful information to
determine salient content.

The architecture of our summarization model is similar to the ones using an unsupervised
key phrase extraction step [20,35,41,48,53]. In contrast to the work by Litval and Last [20]
that explores structural features and uses a graph-based representation in both supervised and
unsupervised methods, we use a feature-rich supervised method for key phrase extraction.
Moreover, their method does not include a second stage, while our approach uses a centrality-
based summarization model. In this sense, closer to our work is the method proposed by
Riedhammer et al. [35]: they also present a two-stage method, but the key phrase extraction
step is based on part-of-speech information and use Maximal Marginal Relevance [4] as
summarization model.
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The idea of using event information in summarization was addressed for the first time by
Daniel et al. [7]. In this work, summaries aremanually created and evaluated against a generic
automatic multi-document summarization system. Being essentially human-based, this was
an exploratory work to assess the impact of using event information on summarization.
Another important aspect is the definition of event: whilewe use a fine grained, sentence-level
definition (ACE-based definition), they used a document-level definition of event (TDT-based
definition).

Closely related to our idea is previous work [11,12,17,21] that defines event, at sentence-
level, as a triplet composed by a named entity, a verb or action noun, and another named
entity, where the verb/action noun defines a relation between the two named entities. This
information is usually included in a generic unit selection model, often trying to minimize
redundancy while maximizing the score of the important content. In our work, we use not
only event information, but also its classification according to ACE [47]; additionally, we
explore the possibility of using events to filter out unimportant content, and to the best of
our knowledge, we present the first analysis of the impact of using event information on the
summarization of spoken documents.

More recent work based on the idea of combining event information and summarization
has been studied inmicroblog summarization, but it is still in early stages.Many of the Twitter
summarization works are restricted to specific filtered streams (topics) [8,39,40,42,44], or
are combined with event detection [32], such as sports matches [6,31,32].

3 Event detection

Our event detection algorithm is based on the fuzzy fingerprints classification method [13,
22,36]. Homem and Carvalho [13] approached the problem of authorship identification by
using the crime scene fingerprint analogy, to claim that a given text has its author’s writing
style embedded in it. The algorithm works as follows:

1. Gather the top-k most frequent words (and their frequencies) in all known texts of each
known author.

2. Build the fingerprint by applying a fuzzifying function to the top-k list. The fuzzified
fingerprint is based on the word order and not on the frequency value.

3. Perform the same calculations for the text being identified and then compare the obtained
text fuzzy fingerprint with all available author fuzzy fingerprints. The most similar fin-
gerprint is chosen, and the text is assigned to the author of the fingerprint.

The method, when used for event detection [22], is similar in intention and form, but
differs in a few crucial steps. First, it is important to establish the parallel between authorship
identification and event detection. Instead of author fingerprints, in this context, we are
looking for fingerprints of events in each passage (sentences in text or SUs in speech).
This results in passages classified according to the matched fingerprint (event type). The
process starts with the creation of an event fingerprint library. Then, each unclassified passage
can be processed and compared to the fingerprints existing in the event library. Second, a
different criterion was used in ordering the top-k words for the fingerprint. While Homem
and Carvalho [13] use word frequency as the main feature to create and order the top-k list,
we use an adaptation of the inverse document frequency (IDF) technique, aiming at reducing
the influence of frequent terms that are common across several events.
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3.1 Building the event fingerprint library

The first step of the event fingerprint library creation stage is computing word frequencies for
each event type. We use as training corpus the ACE 2005 corpus [47]. Only the top-k most
frequent words are considered. The main difference between the original method and the
one used here is due to the small size of each sentence: in order to make the different event
fingerprints as unique as possible, its words should also be as unique as possible. Therefore, in
addition to counting each word’s occurrence, we also account for its inverse topic frequency
(ITF), an adaptation of IDF: itfv = N

nv
, where N is the cardinality of the event fingerprint

library (i.e., the total number of events), and nv becomes the number of fingerprint events
where the specific word v is present. After obtaining the top-k list for a given event, we
follow the original method and apply a fuzzy membership function to build the fingerprint.
The selected membership function (Eq. 1) is a Pareto-like linear function, where 20% of the
top-k elements assume 80% of the membership degree.

μ(i) =
⎧
⎨

⎩

1 − (1 − b) ik if i ≤ ak

a
(
1 − i − a

k − a

)
if i > ak

with a, b = 0.2 (1)

The fingerprint is a k × 2 matrix, where the first column contains the list of the top-k
words ordered by their TF–ITF score, and the second column contains the membership value
of word i , μ(i), obtained by the application of Eq. (1). Table 1 shows two examples of event
fingerprints ordered byμ(i) values for the event types start-organization andmeet. The table
does not include the complete fingerprints due to space constrains. In the table, we show the
top ten entries, the bottom 3 and some intermediate entries. Each entry contains the rank
based on μ(i), calculated setting K = 600, word i (where i value is the T F − I T F rank),
and μ(i) the membership value.

3.2 Classifying sentences/sentence-like units

The method for authorship identification has three steps: build the document fingerprint
(using the previously described algorithm); compare the document fingerprint with every
fingerprint present in the library; and choose the match with highest score. However, for
event detection, such approach would not be feasible due to the small number of words
comprised in one sentence/SU. This problem is addressed by the Sentence-to-Event score
(S2E) that tests the fitness of a sentence/SU to a given event fingerprint. The S2E function
(Eq. 2) provides a normalized value ranging between 0 and 1 that takes into account the
size of the (preprocessed) sentence/SU (i.e., its number of features). In the present work, we
use as features the words of the sentences/SUs. We do not remove stop-words (empirical
results show that the best results are obtained without removing stop-words nor by imposing
a minimum word size).

S2E(�, S) =
∑

v∈�∩S μ�(v)
∑ j

i=0 μ�(wi )
(2)

In Eq. (2), � is the event fingerprint, S is the set of words of the sentence/SU, μ�(v) is the
membership degree of word v in the event fingerprint, and j is the number of features of
the sentence/SU. Essentially, S2E divides the sum of the membership values μ�(v) of every
word v, that is common between the sentence/SU and the event fingerprint, by the sum of the
top- j membership values inμ�(wi )wherewi ∈ �. Equation (2) will tend to 1 when most to
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Table 1 Event fingerprints for start-organization (left) and meet (right) event types order by μ(i)

Rank Word μ(i) Rank Word μ(i)

1 Founded 34.3897 1 Meet 33.8333

2 Committee 32.7875 2 Summit 31.9200

3 Collectors 32.4060 3 Ended 31.5000

4 Sheik 32.0245 4 Discussed 30.9400

5 Films 31.4142 5 Meetings 30.8933

6 Budget 31.3379 6 Eu 30.2400

7 Reformist 30.8038 7 Meeting 28.8200

8 Hamshahri 30.6512 8 Discuss 29.4933

9 Cinema 30.4223 9 Saint 29.4467

10 Forging 30.1935 10 Talks 17.1967

24 Launched 10.7511 28 Meets 5.2634

34 Opening 5.5725 38 Talk 5.0322

67 Business 4.4114 119 Contacting 2.6025

100 Empire 3.1298 199 Talked 1.8089

101 Contract 3.1107 240 Resolution 1.5405

178 Acquired 1.4312 360 Reunited 0.8986

195 Launching 1.2786 394 Organization 0.7352

265 Make 0.5324 414 Met 0.6652

365 Then 0.0310 598 Off 0.0117

366 Year 0.0057 599 Eased 0.0117

367 Been 7.3399E−4 600 Knows 0.0078

all words of the sentence/SU belong to the top words of the fingerprint, and tends to 0 when
none or very few words of the sentence/SU belong to the bottom words of the fingerprint.

The description of our event detection based on fingerprints is not complete without a brief
discussion about the method performance of our method against a strong baseline (SVM).
Our results [22] show that it is possible to detect all 26 different event types defined in the
ACE 2005 dataset when using the fuzzy fingerprints approach, while the best competitor,
an SVM classifier with enhanced features, only detects roughly 85% of the different types
of events. This leads to a large increase in the G-mean scores (imbalanced classification
evaluation metric) when using the fuzzy fingerprints method.

The fuzzy fingerprints method also has the advantage of being much more efficient. In our
test conditions, it is more than 20× faster than SVM when classifying the 26 event types.

4 Summarization

Our summarization approach [34] is a two-stage method that starts by extracting a collection
of key phrases that are used to guide a centrality-as-relevance summarizationmodel [33]. This
approach achieves state-of-the-art results, both in noisy and in clean data, that were confirmed
by using as input both automatically transcribed spoken documents and written documents.
It is language and genre independent. For instance, the summarization approach was applied
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to Portuguese and English documents, including broadcast news and event reports. We also
demonstrate that our summarization approach is an adequate framework for the integration
of additional information, namely the use of key phrases to improve the core centrality-as-
relevance summarization model.

Centrality-as-relevancemethods consider themost important content to be themost central
one. Generally, centrality can be computed in two ways. One way is by comparing each
passage to a representative passage of the input—the centroid. Passages closer to the centroid
are the most central and, consequently, the most important ones. The other way to determine
the central passages is to compute the average distance of each passage to every other passage
and select the ones closer to every other passage (lower average distance).

Our underlying centrality-as-relevance model is based on the notion of support set. For
each passage, we create a list of the most semantically related passages. This list is called
a support set. The most important passages are the ones that appear in the largest number
of support set. Ribeiro and de Matos [33] explore several metrics to compute semantic
relatedness and propose different ways to estimate the cardinality of the support sets. In
this work, we use the heuristics based on passage order. This type of heuristics explores the
structure of the input source to partition the candidate passages to be in the support set in two
subsets: the ones closer to the passage associated with the support set under construction,
and the ones further apart (see Algorithm 4.1).

Algorithm 4.1 Generic passage order-based heuristic.

Input:Twovalues r1 and r2, each a representative of a subset, and the set of the passages
pk and corresponding distances dik to the passage pi associated with the support set
under construction.
Output: The support set of the extract under analysis.

R1 ← ∅, R2 ← ∅
for k ← 1 to N − 1 do

if |r1 − dik | < |r2 − dik | then
r1 ← (r1 + dik)/2
R1 ← R1 ∪ {ek}

else
r2 ← (r2 + dik)/2
R2 ← R2 ∪ {ek}

end
end
l ← argmin1≤k≤N−1(d

i
k)

if pl ∈ R1 then
return R1

else
return R2

end

Considering a segmented input document I � p1, p2, . . . , pN , the set of the most seman-
tically related extracts of an extract pi is defined by Eq. (3), where sim() is a similarity
function (e.g., cosine) and εi is a threshold.

Si � {s ∈ I : sim(s, pi ) > εi ∧ s 	= pi } (3)
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The model is defined by Eq. (4), which specifies that extracts are ranked in accordance with
the number of support sets containing the extract.

arg max
s∈∪n

i=1Si

∣
∣{Si : s ∈ Si }

∣
∣ (4)

Our framework [24,34] adapts this model, extending it to a two-stage method. The first
stage is an automatic key phrase extraction step, and the second stage is a modified version
of the centrality model that uses key phrases to improve the estimation of the most important
content. Previous work explores several ways of integrating the key phrases, but here we use
only the most successful one: Key Phrase-based Centrality (KP-Centrality). In this approach,
key phrases, K � k1, k2, . . . , kM , are considered separate passages, even if they are contained
in the original passages, I ∪K � q1, q2, . . . , qN+M , augmenting the number of support sets,
and, therefore, changing centrality (Eq. 5 shows how support sets are defined).

Si � {s ∈ I ∪ K : sim(s, qi ) > εi ∧ s 	= qi }, i = 1, . . . , N + M (5)

As defined in Eq. (6), extracts are ranked excluding key phrases (i.e., the final ranking contains
only extracts from the input document).

arg max
s∈(∪n

i=1Si )−K

∣
∣{Si : s ∈ Si }

∣
∣ (6)

For automatic key phrase extraction, we use the approach described by Marujo et
al. [23,25], which is a fairly traditional supervised method enhanced with additional seman-
tic features and preprocessing steps, namely Light Filtering and Co-reference normalization.
These new features included the detection of rhetorical devices, Freebase [3] sub-categories,
and news articles top categories. Including such new features and preprocessing steps
improved the key phrase extraction results beyond the state-of-the-art. Therefore, we used
the methodology described by Marujo et al. [23] in our summarization experiments. How-
ever, since the preprocessing steps can have impact on the outcome of our experiments, in
particular affecting our event-based filter, we decided to explore the preprocessing steps with
the event-based method in future work. This fact led to the exclusion of the Freebase sub-
categories which were only beneficial in combination with the preprocessing steps. The news
articles’ top categories were also not available in the datasets used.

5 Event-based summarization

Event-based summarization consists of extracting the most important events described in
sentences or SUs from the input document(s).

Event detection produces a list of passages containing events. A simple approach to create
event-based summaries is to rank this list of passages using a single-document summarizer,
such as KP-Centrality. This approach has the disadvantage of not providing any event infor-
mation about the passages to the ranking algorithm.Consequently, thismay lead the algorithm
to fail to detect passages about the same event, but written using different lexical realizations.

The simplest, but effective, way to avoid this limitation is to include event information as
additional features for the ranking algorithm. Since these two alternatives are not mutually
exclusive, it also possible to combine them.

In the rest of this section, we describe in detail our event-based summarization methods.
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Fig. 2 EE-KPC architecture

5.1 Event-enhanced KP-Centrality (EE-KPC)

As previously mentioned, the KP-Centrality method consists of two steps: first, it extracts
key phrases using a supervised approach, and then, it combines them with a bag-of-words
model, represented by a terms-by-passages matrix, to compute the most important content.

The EE-KPC method includes event information in the KP-Centrality-based summa-
rization process at the important passage retrieval module level. This is accomplished by
expanding the bag-of-words matrix representation of passages with event descriptors—
vectors of S2E describing each event type obtained using the event fingerprint method for
each sentence/SU and key phrase. Figure 2 shows the complete architecture.

Equation 7 defines the new matrix representation, where w is a function of the number
of occurrences of term ti in extract e j or key phrase kl , T is the number of terms, M is the
number of key phrases, c is a function of the S2E score of each extract e j or key phrase kl
for each event type evm .

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

w(t1, e1) . . . w(t1, eN ) w(t1, k1) . . . w(t1, kM )
...

...

w(tT , e1) . . . w(tT , eN ) w(tT , k1) . . . w(tT , kM )

c(ev1, e1) . . . c(ev1, eN) c(ev1, k1) . . . c(ev1, kM)
...

...

c(evE, e1) . . . c(evE, eN) c(evE, k1) . . . c(evE, kM)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(7)

Each column represents an extract pi . The extracts are ranked to produce a summary
according to Eqs. 5 and 6.
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Fig. 3 EF-KPC architecture

5.2 Event filtering-based KP-Centrality (EF-KPC)

The EF-KPC method includes the same stages of the previous method, EE-KPC, but it
uses event information in a different manner. Instead of expanding the bag-of-words matrix
representation, it discards sentences/SUs that do not contain events. This corresponds to the
event filtering stage shown in Fig. 3, which includes an event detection step. All passages that
the event fingerprintmethod classifies as not containing any event are removed. The exception
to this simple rule occurs when the method is not confident about the classification result
(max S2E < 0.0001). Then,KP-Centrality is used to produce a summary.Note that, although
patternmatching-basedmethods could adopt this strategy, our event detectionmethod ismore
robust and allows us to correctly identify a larger number of event types. In fact, we are able
to detect events in passages with different syntactic structures, something which is more
difficult to accomplish for pattern matching-based methods.

For example, the passage “Four marines died in the crash of an Osprey in North Carolina.”
that appear in theConcisus dataset is not detected by patternmatching-basedmethods because
it does not have a named entity followed by a verb or action noun, and another named entity.
Within the passage, there is only one named entity, the location North Carolina. Our event
detector is able to detect that the passage describes a Die event type (S2E score = 0.1553).

5.3 Combination of event filtering-based and event-enhanced KP-Centrality
(CE-KPC)

The CE-KPC method combines the two previous methods, as shown in Fig. 4. It starts by
filtering the passages without events, as in the EF-KPC method, and includes the S2E-based
event descriptors in the bag-of-words matrix representation, as in the EE-KPC method.

6 Experiments

To perform the evaluation of the detection of the most important sentences/SUs, we used
ROUGE [19], namely ROUGE-1, which is the most widely used evaluation measure for this
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Key Phrase
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Fig. 4 CE-KPC architecture

scenario. In the following experiments, we generate three sentence summaries, commonly
found in online news Web sites and news aggregators, such as Google News.1

6.1 Datasets

To assess the influence of using event information in our extractive summarization method,
we use three datasets: the Concisus Corpus of Event Summaries [38]; a subcorpus of the
Columbia Broadcast News Speech Summarization Corpus [26]; and the DUC 2004 task 1
corpus.2 The first dataset is composed by event reports (written text) and can be seen as an
ideal dataset for this kind of approach because the list of events types of our event detector
includes themain events of the dataset. The second dataset is composed of common broadcast
news stories. The third dataset is composed by written news stories. The use of these three
datasets provides different experimental conditions, helping to better understand the real
impact of the method.

6.1.1 Concisus corpus of event summaries

The corpus is composed by 78 event reports and corresponding summaries, distributed across
three different types of events: aviation accidents, earthquakes, and train accidents. This
corpus also contains comparable data in Spanish. However, since our event detection was
trained for English, we opted for not using that part of the dataset. Table 2 shows statistics

1 https://news.google.com/.
2 See http://duc.nist.gov/duc2004/tasks.html.
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Table 2 Statistics about Concisus corpus of event summaries (english part)

#Docs Avg. #sentences Avg. #words

Input documents 77 10.377 224.922

Reference summaries 77 1.831 65.820

Table 3 Statistics about Columbia Broadcast News Speech Summarization Corpus test set

#Docs Avg. #sentences Avg. #words

Input documents 16 11.313 203.313

Reference summaries 16 3.563 70.688

Table 4 Statistics about DUC 2004

#Docs Avg. #sentences Avg. #words

Input documents 489 26.278 590.701

Reference summaries 489 1 10.219

about the size of the corpus, namely number of documents, average number of sentences,
and average number of words.

6.1.2 Columbia Broadcast News Speech Summarization Corpus test set

The corpus consists of a random sample of 16 broadcast news stories from the test subcorpus
of the Columbia Broadcast News Speech Summarization Corpus II (CBNSCII). The CBN-
SCII is composed by 20 CNN Headlines News shows from TDT-4 corpus. For each news
story, there is a human summary that is used as reference. Table 3 provides some statistics
about the corpus.

6.1.3 DUC 2004

Weused theDUC2004dataset created for task 1. The goal of task 1was to generate a headline,
which is assumed to be 75-byte single-document summary. The documents come from the
50 TDT clusters. Each cluster contains about ten documents. The source of documents is the
AP newswire and New York Times newswire. The total number of news documents is 489.
Table 4 includes additional statistics about the corpus.

6.2 Results

Table 5 shows the ROUGE-1 results for the Concisus dataset; Table 7 shows the results
for the Columbia Broadcast News dataset and Table 9 for the DUC 2004 dataset. As pre-
viously mentioned, it is possible to use different metrics to compute semantic similarity in
the centrality-as-relevance summarization model. In these experiments, we explored the best
performing metrics (for clean and noisy data) as presented by Ribeiro and de Matos [33]:
cosine similarity and frac133, that is, the generic Minkowski distance, Eq. (8), in which N is
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Table 5 ROUGE-1 scores for
the Concisus dataset

Bold value indicates the best
results

 indicates statistical significance
difference under macro t test
after rank transformation
(p value <0.05)

#Key phrases 30 40 50 60

LexRank 0.428

Event-based 0.443

Centrality 0.443

KP-Centrality 0.572 0.575
 0.581 0.570

EE-KPC 0.574 0.586
 0.585 0.581

EF-KPC 0.574 0.584 0.583 0.581

CE-KPC 0.574 0.584 0.583 0.579

Table 6 Percentage of number of sentences that are different between KP-Centrality and the event-based
generated 3-sentence summaries in the Concisus corpus using 40 key phrases

KP-Centrality EE-KPC EF-KPC CE-KPC

KP-Centrality 0.00 22.41 18.97 19.40

EE-KPC 0.00 16.38 11.64

EF-KPC 0.00 6.47

CE-KPC 0.00

set to 1.(3). Since results using frac133 for the Concisus dataset do not show improvement
over the baseline, we opted for not presenting them. In the same way, it is possible to con-
figure Algorithm 1, used by the centrality-as-relevance summarization model, with different
representatives (r1 and r2) of the subsets corresponding to the passages closer and passages
further apart to the passage under analysis. Again, in these experiments, we used the best
performing configuration reported by Ribeiro and de Matos, with r1 and r2 corresponding to
the distances to the first and second passages of the document, respectively. In this way, the
support set-specific threshold (εi in Eq. 5) is dynamically set to a non-explicit value (Tables
6, 8).

distminkowski(x, y) =
( n∑

i=1

|xi − yi |N
) 1

N
(8)

To better assess the performance of the proposed methods, we also provide results for
common baselines: LexRank [9], support sets-based centrality-as-relevance (centrality) [33],
and an event-based summarizer (event-based) [11].

For all the performed experiments, the use of event information clearly improves baselines:
for the Concisus dataset, we observe differences between EE-KPC and KP-Centrality, using
40 key phrases, with statistical significance (p value <0.05) under the macro t test after rank
transformation [50]; in the broadcast news dataset, both EF-KPC (frac133, 30 and 50 key
phrases) and CE-KPC (frac133, 50 key phrases) are significantly better than KP-Centrality
using the same statistical test (p value <0.04); finally, on the DUC 2004 dataset, it was also
possible to observe statistically significant differences between both CE-KPC and EE-KPC
and KP-Centrality, using 30 key phrases (p value <0.05).

Another interesting aspect is that, even though not all variations achieve statistically signif-
icant differences, the resulting summaries are still different. As we can see in Table 6, for the
Concisus dataset, differences between the variants and the KP-Centrality baseline range from
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Table 7 ROUGE-1 scores for
the Columbia Broadcast News
dataset

Bold values indicate the best
results
Compared pairs of systems are
marked with the same symbol (‡,
†, 
); differences are statistically
significant under the macro t test
after rank transformation
(p value <0.04)

#Key phrases 30 40 50 60

Similarity metric: cosine

Centrality 0.564

KP-Centrality 0.673 0.697 0.656 0.684

EE-KPC 0.673 0.697 0.656 0.684

EF-KPC 0.678 0.710 0.668 0.692

CE-KPC 0.678 0.710 0.668 0.692

Similarity metric: frac133

Centrality 0.700

KP-Centrality 0.695‡ 0.702 0.738†,
 0.698

EE-KPC 0.714 0.693 0.743 0.700

EF-KPC 0.729‡ 0.699 0.752† 0.702

CE-KPC 0.712 0.691 0.752
 0.702

LexRank 0.653

Event-based 0.132

Table 8 Differences (in percentage) in terms of number of sentences between KP-Centrality and the event-
based generated 3-sentence summaries (50 key phrases) in the broadcast news corpus

KP-Centrality EE-KPC EF-KPC CE-KPC

KP-Centrality 0.00 6.38 10.64 23.40

EE-KPC 0.00 19.15 19.15

EF-KPC 0.00 12.77

CE-KPC 0.00

Table 9 ROUGE-1 scores for
the DUC 2004 dataset

Bold values indicate the best
results

 and † indicates statistically
significant difference under
macro t test after rank
transformation (p value <0.05)

#Key phrases 30 40 50 60

LexRank 0.352

Event-based 0.371

Centrality 0.407

KP-Centrality 0.441
,† 0.443 0.441 0.439

EE-KPC 0.445 
 0.442 0.441 0.440

EF-KPC 0.442 0.444 0.441 0.439

CE-KPC 0.445 † 0.440 0.441 0.439

18.97 to 22.41%. Table 8 shows the same information for the broadcast news dataset, with
differences ranging from 6.38 to 23.40%. Table 10 shows the differences between summaries
in the DUC 2004 dataset, with values ranging from 10.4 to 24.7%. In fact, having different
summarization approaches generating different summaries with similar performances is in
line with the possibility of having different good summaries for the same document.
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Table 10 Differences (in percentage) in terms of number of sentences between KP-Centrality and the event-
based generated 3-sentence summaries (30 key phrases) in the DUC 2004

KP-Centrality EE-KPC EF-KPC CE-KPC

KP-Centrality 0.00 24.7 10.4 24.0

EE-KPC 0.00 25.6 11.9

EF-KPC 0.00 24.1

CE-KPC 0.00

Table 11 Statistics about event classification and filtering on the Concisus, the CBNSCII, and DUC 2004
datasets

Concisus CBNSCII DUC 2004

#Sentences/SUs 815 181 12,850

Avg. #sentences/SUs 10 11 26

#Sentences/SUs after filtering 786 (96%) 172 (95%) 12,485 (97%)

Avg. #sentences/SUs after filtering 10 10 26

#Event-classified sentences/SUs 734 (90%) 159 (88%) 10,534 (82%)

Avg. #event-classified sentences/SUs 9 9 21

The best results on the Concisus dataset are obtained when integrating event information
as a feature in the summarization model (EE-KPC), followed by the use of event information
to filter out unimportant content (EF-KPC) and the combination of both strategies (CE-
KPC). Contrary to what was observed in the Concisus dataset, the EF-KPC and CE-KPC
methods outperform the EE-KPC method in the broadcast news corpus. The justification for
this difference in performance is threefold. The first reason is the noisy nature of speech
data, where removing passages without events helps discarding unimportant content. The
second reason is that the percentage of sentences/SUs filtered out is higher in the broadcast
news corpus than in the Concisus corpus, as shown in Table 11. The third reason is the
nature of the corpus: since the Concisus corpus is composed of event reports, the filtering
approach does not have the same impact as in the broadcast news corpus, and the use of
event information as a feature helps distinguishing the most important facts or events within
each report. In addition, the length of the documents to be summarized can influence the
performance of EE-KPC, since the number of event features is constant and the number of
term features increases according to Zipf’s law. Concerning the better performance of the
semantic relatedness metric frac133 over cosine similarity, which, in general, is the best
performing metric, it might be related to the influence of the S2E values. These values
vary inversely proportional to sentence/SU length. The high average sentence length of the
Concisus corpus makes S2E lower, and the use frac133 makes it more difficult to distinguish
close passages. On the other hand, on the broadcast news corpus, the average SU length is
lower and, inversely, S2E values are higher, which makes frac133 more effective. In what
concerns the DUC 2004 dataset, its similarities with the Concisus dataset justify the results
achieved using the EE-KPC method. On the other hand, the performance of the CE-KPC
method is mainly due to average length of the input documents of this dataset, considerably
higher than of the documents of the other two datasets.
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Table 12 Example of important
passage retrieval using
KP-Centrality, EE-KPC,
EF-KPC, and CE-KPC

Document terremoto-31011906

The 1806 Ecuador–Colombia earthquake occurred at 15:36 UTC
on January 31, off the coast of Ecuador, near Esmeraldas. The
earthquake had a magnitude of 8.8 and triggered a destructive
tsunami that caused at least 500 casualties on the coast of
Colombia

The earthquake occurred along the boundary between the Nazca
plate and the South American plate. The earthquake is likely to be
a result of thrust faulting, caused by the subduction of the Nazca
plate beneath the South American plate

The coastal parts of Ecuador and Colombia have a history of great
megathrust earthquakes originating from this plate boundary

The greatest damage from the tsunami occurred on the coast
between Ro Verde, Ecuador and Micay, Colombia. Estimates of
the number of deaths caused by the tsunami vary between 500
and 1500

Event classification of the sentences in the document

(Event=Charge-Indict, S2E=0.011)—the 1806
Ecuador–Colombia earthquake occurred at 15:36 UTC on
January 31, off the coast of Ecuador, near Esmeraldas

(Event= Injure, S2E=0.018)—the earthquake had a magnitude of
8.8 and triggered a destructive tsunami that caused at least 500
casualties on the coast of Colombia

(Event=N , S2E=1.4E-45)—the earthquake occurred along the
boundary between the Nazca plate and the South American plate

(Event= Injure, S2E=0.021)—the earthquake is likely to be a result
of thrust faulting, caused by the subduction of the Nazca plate
beneath the South American plate

(Event=N , S2E=0.016)—the coastal parts of Ecuador and
Colombia have a history of great megathrust earthquakes
originating from this plate boundary

(Event=Charge-Indict, S2E=0.012)—the greatest damage from
the tsunami occurred on the coast between Ro Verde , Ecuador
and Micay, Colombia.

(Event=Die, S2E=0.041)—estimates of the number of deaths
caused by the tsunami vary between 500 and 1500

Three-passage summary using KP-Centrality

The earthquake is likely to be a result of thrust faulting , caused by
the subduction of the Nazca plate beneath the South American
plate

The earthquake had a magnitude of 8.8 and triggered a destructive
tsunami that caused at least 500 casualties on the coast of
Colombia

The coastal parts of Ecuador and Colombia have a history of great
megathrust earthquakes originating from this plate boundary

Three-passage summary using EE-KPC

The earthquake is likely to be a result of thrust faulting , caused by
the subduction of the Nazca plate beneath the South American
plate
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Table 12 continued

All methods use 40 key phrases
and a document from the
Concisus corpus of event
summaries

Document terremoto-31011906

The greatest damage from the tsunami occurred on the coast
between Ro Verde, Ecuador and Micay, Colombia

The earthquake had a magnitude of 8.8 and triggered a destructive
tsunami that caused at least 500 casualties on the coast of
Colombia

Three-passage summary using EF-KPC

The earthquake had a magnitude of 8.8 and triggered a destructive
tsunami that caused at least 500 casualties on the coast of
Colombia

The earthquake is likely to be a result of thrust faulting, caused by
the subduction of the Nazca plate beneath the South American
plate

The 1906 Ecuador–Colombia earthquake occurred at 15:36 UTC
on January 31, off the coast of Ecuador, near Esmeraldas

Three-passage summary using CE-KPC

The earthquake had a magnitude of 8.8 and triggered a destructive
tsunami that caused at least 500 casualties on the coast of
Colombia

The earthquake is likely to be a result of thrust faulting , caused by
the subduction of the Nazca plate beneath the South American
plate

The greatest damage from the tsunami occurred on the coast
between Ro Verde, Ecuador and Micay, Colombia

Reference

January 31, 1906

The 1906 Ecuador–Colombia earthquake occurred at 15:36 UTC
on January 31, off the coast of Ecuador, near Esmeraldas

The earthquake had a magnitude of 8.8 and triggered a destructive
tsunami that caused at least 500 casualties on the coast of
Colombia

Table 11 shows the specific effects of using event information: as we can see, the number
of sentences/SUs classified as containing, at least, one event type is high (≈90% for the
Concisus dataset; 88% for the broadcast news corpus; and 82% for the DUC 2004 dataset).
However, the number of sentences/SUs kept after filtering is even higher (≈96% for the
Concisus dataset; 95% for the broadcast news corpus; and 97% for the DUC 2004 dataset).
The reason to keep such large number of sentences/SUs after filtering is mainly due to the
need to cope with the classifier errors, as described in Sect. 5.

Table 12 shows an example of important passages retrieved usingKP-Centrality, EE-KPC,
EF-KPC, CE-KPC methods. The methods are configured with 40 key phrases, which is the
best configuration found for theConcisus corpus.We also included the event label and respec-
tive S2E values for each sentence/SU of the original document. The event detector identified
two sentences that do not cover any of the event types (N—“no event” or “null event”).
However, only one of the sentences obtained a “high” S2E score (S2E > 0.0001). This kind
of sentences usually describes secondary topics and details. The EF-KPC filter explores this
information to filter out irrelevant sentences to improve the quality of the summaries.

According to ROUGE, the summary produced by EF-KPC, shown in Table 12, should
be the best, but for the human reader, it looks the most incoherent. One aspect that was not
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given attention in this work was the order in which sentences appear in the summary. One
simple solution is to order the sentences in the order they appear in the original document.
Yet, existing metrics do not take into account the order in which sentences occur, making it
difficult to evaluate the sentence order. As it is not trivial to define and test a metric for this
problem, this will be left as future work.

Notice that the reference summary, in Table 12, was composed of the first two sentences
or the original article, which is consistent with the standard model of news articles, namely
that the first paragraph provides a good summary.

7 Conclusions

In this work, we introduced three event-based summarization techniques that perform above
current state-of-the-artmethods.Our event detectionmethod is based on the fuzzyfingerprints
classification method and trained on the ACE 2005 Multilingual Corpus. The obtained event
information is integrated in a two-stage summarization method in three ways: one approach
consists of expanding the feature representation of sentences/SUs with event information
(EE-KPC); another technique filters out sentences/SUswithout events (EF-KPC); and finally,
we also explore the combination of both techniques (CE-KPC). The approach that yielded
the best results in the written text dataset (the Concisus corpus of event reports and DUC
2004) was EE-KPC. The use of event information to filter out unimportant passages was the
best performing approach in the speech dataset, the Columbia Broadcast News Corpus. Still,
EE-KPC also achieved better results than the baselines. In general, CE-KPC had a similar or
worse performance than EF-KPC, because this method accumulates errors from both stages.
Since the filtering stage discards sentences/SUs without events, the available segments to be
selected are similar to EF-KPCmethod. Inherently, the next stage cannot overcome the errors
made in the filtering step and, possibly, introduces additional errors. Given the experimental
results, we believe that there is a relation between the performance of EE-KPC and the length
of the input. This might be mitigated by increasing the weight of the event features. Another
aspect that influences the results is the performance of the classifier. In our experiments, we
gave preference to recall, which maximized the number of sentences/SUs containing events.

In the future, we plan to adapt our single-document event-based summarization to explore
multi-document summarization, a much more complex task than single-document summa-
rization. The complexity comes from the inevitable large diversity of events within a large
set of documents, and it also comes from redundant information.
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