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Ever since the incipient of computers and the very first introduction of artificial intelligence, machine translation has been a target goal. The problem that machine translation aims to solve is very simple: given a document/sentence in a source language, produce its equivalent in the target language. This problem is complicated because of the inherent ambiguity of languages: the same word can have different meaning based on the context, idioms, word order, etc. Moreover extra domain knowledge is needed for a high quality output. 
Early techniques to solve this problem were human-intensive via parsing, transfer rules and generation with the help of an Interlingua. In the last decade, motivated by the availability of parallel corpus, statistical techniques using the noisy channel model were popular and showed promising results [6], however one problem with statistical methods is that its linguistic-brittleness which shows in the grammatical mistakes made by such systems [5]. Those mistakes are largely because these methods incorporate little or no explicit syntactical theory and it only captures elements of syntax implicitly via the use of an n-gram language model as a prior in the noisy channel model- which can’t model long dependencies. 
The goal of syntax-based machine translation technique is to incorporate an explicit representation of syntax into the statistical systems to get the best out of the two worlds- high quality output while not requiring intensive human efforts. In the last decade there has been many approaches to do that either via tree-tree mapping [1], tree-string/ string-tree alignments [2,3,7],  or hierarchical joint models [4], etc. 
In this literature survey my goal is two folds: first I would like to scan the literature and understand how NLP researchers have approached this problem, and the goal here will be focused on a) How syntactical knowledge was incorporated, and b) how the model was trained from the data. Since I have done a previous work in this regard, my focus here would be: a) A more in depth analysis of some key papers in each direction,  b) Coverage of recent papers and c) A critical characterization of the trade-offs of each direction in terms of resource usage (constituent vs. dependency trees), ease of training, scalability, results on standard datasets, and if time permits, decoder efficiency.
The following are an initial (not complete) list of papers.

References

[1] A Discriminative Model for Tree-to-Tree Translation. Brooke Cowan, Ivona Kucerova, and Michael Collins. Proceedings of EMNLP 2006

[2] A Syntax-Based Statistical Translation Model. Yamada, K., Knight, K.. In: Proceedings of the 39th Annual Meeting of the Association for Computational Linguistics. Toulouse, France (2001) 523-529
[3] Quirk, Chris, Arul Menezes, and Colin Cherry. 2005. Dependency treelet translation: Syntactically informed phrasal smt. Proceedings of the 43rd Annual Meeting of the Association for Computational Linguistics, pages 271–279.

[4] A hierarchical phrase-based model for statistical machine translation. In Proceedings of ACL 2005, pages 263–270.
[5] Final Report of Johns Hopkins 2003 Summer Workshop on Syntax for  tatistical Machine Translation,  Franz Josef Och, Daniel Gildea, Sanjeev Khudanpur, Anoop Sarkar, Kenji Yamada, Alex Fraser, Shankar Kumar, Libin Shen, David Smith, Katherine Eng, Viren Jain, Zhen Jin, Dragomir Radev, Feb 2004. Aviailable at: 
http://www.clsp.jhu.edu/ws2003/groups/translate/Final_Report.pdf
[6] What's New in Statistical Machine Translation, Kevin Knight and Philipp Koehn, Tutorial at HLT/NAACL 2003. Available at 

:http://people.csail.mit.edu/koehn/publications/tutorial2003.pdf
[7] Galley, M., M. Hopkins, K. Knight, and D. Marcu. 2004. What’s in a translation rule? Proceedings of the Human Language Technology Conference – North American Chapter of the Association for Computational Linguistics annual meeting.

Some Sample of New work in 2007 that I still need to read:

[8] John DeNero and Dan Klein. Tailoring Word Alignments to Syntactic Machine Translation. ACL 2007.

[9] Pi-Chuan Chang and Kristina Toutanova. A Discriminative Syntactic Word Order Model for Machine Translation. ACL 2007

