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MT Seminar

Topic Proposal & Dates


I would like to focus on the topic of morphology and word segmentation and their integration within MT in the seminar this semester.  I would begin by discussing several morphological analysis and generation tools, including Morfessor and ParaMor.  Both Morfessor and ParaMor are unsupervised morphological analyzers and could be tuned to many different languages with rich morphologies with enough training data.  There are also numerous language-specific morphological analyzers, including BAMA for Arabic.  More preliminary background information would include segmentation issues for language without intervening spaces between words.  Since, I have studied Korean extensively, I would talk about its rich morphological structure.  Other languages, such as Chinese, Arabic, Turkish, and Finnish would also be covered.


After an overview of the current state-of-the-art morphological analysis tools and issues in segmenting languages with rich morphologies and or a lack of white space in between tokens, I would move on to talk about two separate issues.  The first would be the integration of the morphological analysis tools into MT systems, and the second would be solutions to the segmentation issues presented above.


My preliminary research has led me to two papers that discuss integrating a morphological analyzer into MT systems for Finnish and Arabic.  The paper about Finnish attempted to translate from Finnish to Swedish, Swedish to Finnish, Finish to Danish, and Danish to Swedish.  Finnish has one of the most complicated morphological systems, and has thus produced relatively poor translation results.  The research involved training Morfessor on training data from the Europarl corpus, thereby creating morphs (morphological units).  The group then used a phrase-based statistical MT system but increased the standard phrase size from 7 to 10 to account for the smaller morphological units.  They also altered BLEU slightly to focus more on 4-grams, also to account for the smaller morphological units.  Unfortunately, results did not improve as compared to a word-based system.  In face, performance slightly declined.  The researchers postulated that the decline happened for a few reasons.  First, they only had one reference translation, and BLEU typically performs more accurately with more reference translations.  Next, Finnish is so complex morphologically that Morfessor only segmented approximately 70-80% of the morphemes correctly.  Finally, the complexity of Finnish morphology played a factor, as since there is such a rich morphology, there are fewer tokens.  The fewer the tokens and the more parts per token meant that if even one morpheme was incorrect, the entire token was incorrect.  Naturally, this led to poor performance.


The second paper I read, also integrated a morphological analyzer into a system translating from Arabic to English.  The difference in this project was that the group used a morphological analyzer tuned to Arabic, named BAMA.  They also used context to reduce ambiguity if the morphological analyzer returned multiple results (as it often did, returning 12 on average).  If by chance the test set contained a novel token the MA had never seen before, the system took the first result returned by the MA and discarded all others.  The group plugged this MA into a phrase-based statistical MT system and translated based on the morphs.  They noted that using the MA along with context and discarding case markers and other morphemes with no equivalents in English improved performance the most.


Both studies noted that using an MA decreases the size of the vocabulary, as only base-forms need be stored.  Also, assuming that the MA is decent, using an MA reduces the chance of an out of vocabulary item, as a theoretically novel token can be analyzed and hopefully matched to a base form.


Next, I will do more research on segmentation issues as well as attempt to discover more morphological analyzers.

Preferred Dates

1) February 6

2) February 13

3) February 27
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