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Machine translation evaluation continues to be an active area of research.
Completely automatic MT evaluation would require a system capable of human-
level understanding of language, which would in turn allow us to create a human-
level machine translation system, leading to a chicken and egg problem. We
cannot create one without creating the other. We simplify the problem by
using human generated reference translations. Current metrics evaluate MT
system output by comparing machine generated sentences to these reference
translations. Comparisons typically involve calculating measures of precision
and recall between sentence pairs and producing sentence and/or system level
assessments of quality. A recent trend has been to include more linguistic infor-
mation in evaluation metrics. A growing number of papers show that by doing
so, we can improve correlation with human judgments beyond BLEU (Papineni
et al., 2002).

Liu and Gildea (2005) introduced the notion of incorporating parsing into
machine translation evaluation through dependency-based headword chains.
When a word is linked to its parent in a dependency parse, we have created
a headword chain of length 2. Headword chains can be extended to arbitrary
lengths (depending only on the sentences they are derived from) and compared
in machine and human translations as a means of evaluating MT system qual-
ity. Liu and Gildea (2005) found that introducing syntactic features, such as the
Headword Chain Metric (HWCM), improved sentence level correlation with hu-
man judgments over BLEU. Others have extended their work by using HWCM
as a feature in a machine learning sytem (Albrecht and Hwa, 2007; Kuleska
and Shieber, 2004). Owczarzak et al. (2007) brings in linguistic information
by parsing the MT output and reference translations with a Lexical Functional
Grammar (LFG) parser. Dependencies are extracted from the LFG parse and
lexical variation is addressed using WordNet. They found that correlation with
human judgments of �uency were higher than METEOR (Banerjee and Lavie,
2005) on Multiple-Translation Chinese data sets (parts 2 and 4), while ME-
TEOR outperformed them on adequacy. Another metric, Bllip, constructs de-
pendency sets (a headword bichain) for the reference and machine translations
using the Charniak parser (Pozar and Charniak, 2006). They compute the score
using the number of matches and found this correlated with human judgments
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better than BLEU.
The two representative papers are (Owczarzak et al., 2007) and (Albrecht

and Hwa, 2007), but those may be revised.
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