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Word Segmentation Problems

Advanced MT seminar – p. 2/17



Word Segmentation for MT

Use word segmentation toolkit to segment character
sequences into words before the training and translation.

Each Chinese character is interpreted as a single word
and learn the segmentation from Chinese character -
English word alignment. (Xu et al. [2004])

Confusion networks: Take different segmentations into
account and represent them as lattice. The input of the
translation system is a set of lattices. (Xu [2005])
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Word Segmentation Problems

Ambiguity
A character can be a word component in one context
or a word by itself in other context.
A character can occur in different positions.
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Unknown words
New words are combinations of existing words.
Names are created by combining characters in
unpredictable manner.
Transliteration of foreign names.
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Word Segmentation Problems

Ambiguity
A character can be a word component in one context
or a word by itself in other context.
A character can occur in different positions.

Unknown words
New words are combinations of existing words.
Names are created by combining characters in
unpredictable manner.
Transliteration of foreign names.

There is no widely accepted definition of Chinese word.
(Sproat et al. [1994])used 6 people segmented the same
text. The segmentation consistency is only 76%.
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Word Segmentation methods

Purely dictionary-based approach (Cheng et al. [1999])
Address the ambiguity problem with maximum
matching heuristic.
Pros: Simple, good heuristic.
Cons: Depends on the coverage of the dictionary.
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Word Segmentation methods

Purely dictionary-based approach (Cheng et al. [1999])
Address the ambiguity problem with maximum
matching heuristic.
Pros: Simple, good heuristic.
Cons: Depends on the coverage of the dictionary.

Purely statistical-based approach
Use Point-wise mutual information or EM.
Pros: Not depend on a dictionary.
Cons: Low accuracy.
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Word Segmentation methods

Purely dictionary-based approach (Cheng et al. [1999])
Address the ambiguity problem with maximum
matching heuristic.
Pros: Simple, good heuristic.
Cons: Depends on the coverage of the dictionary.

Purely statistical-based approach
Use Point-wise mutual information or EM.
Pros: Not depend on a dictionary.
Cons: Low accuracy.

Statistical-based approach using manual word
segmentation data.
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CRF for Word Segmentation

Peng et al. [2004] & Tseng et al. [2005]

Word segmentation as Character Tagging problem
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CRF for Word Segmentation

Peng et al. [2004] & Tseng et al. [2005]

Word segmentation as Character Tagging problem

Conditional Random Field model
Let c = (c1, c2, . . . , cK) be a Chinese sentence,
t = (t1, t2, . . . , tK) be the character tags of c.

Pr (t|c) =
1

Z(c)
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)
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CRF for Word Segmentation

Unknown words detection
Peng et al. [2004]: Use forward backward algorithm to
calculate the confidence of word segment.
Tseng et al. [2005]: Add additional features to the
model i.e the first and the last characters of rare words.
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CRF for Word Segmentation

Unknown words detection
Peng et al. [2004]: Use forward backward algorithm to
calculate the confidence of word segment.
Tseng et al. [2005]: Add additional features to the
model i.e the first and the last characters of rare words.

Results
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Do We Need Word Segmentation for SMT?

Xu et al. [2004]

Each Chinese character is interpreted as one “word”.

Aligned Chinese characters with English text.
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Do We Need Word Segmentation for SMT?

Xu et al. [2004]

Each Chinese character is interpreted as one “word”.

Aligned Chinese characters with English text.

Generate a Chinese word dictionary.

Use self-learned dictionary for Chinese word
segmentation.
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Do We Need Word Segmentation for SMT?

Word length statistics
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Do We Need Word Segmentation for SMT?
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Integrated Word Segmentation in SMT

Xu [2005]

Single best segmentation translation

f̂
Ĵ
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Integrated Word Segmentation in SMT

Xu [2005]

Segmentation lattice translation
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Integrated Word Segmentation in SMT

Xu [2005]

Input sentence at the character level

Segmentation lattice
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Integrated Word Segmentation in SMT

Xu [2005]

Input sentence at the character level

Segmentation lattice with weights

Advanced MT seminar – p. 14/17



Integrated Word Segmentation in SMT

Xu [2005]

Corpus statistics
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Integrated Word Segmentation in SMT

Translation results

Monotone finite state transducer

Phrase based system
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Conclusion & Discussion

Very few research on word segmentation for machine
translation
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Conclusion & Discussion

Very few research on word segmentation for machine
translation

GIZA++ can produce error alignments.
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Very few research on word segmentation for machine
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Unalignment of English words and Chinese characters.
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Conclusion & Discussion

Very few research on word segmentation for machine
translation

GIZA++ can produce error alignments.

Unalignment of English words and Chinese characters.

Word reordering problems.
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