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Word Segmentation Problems
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‘How do you say octopus in Japanese?’
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Word Segmentation for MT

f: Use word segmentation toolkit to segment character

=

sequences into words before the training and translation.

#® Each Chinese character is interpreted as a single word
and learn the segmentation from Chinese character -

English word alignment. (Xu et al [2004])

# Confusion networks: Take different segmentations into
account and represent them as lattice. The input of the
translation system is a set of lattices. (Xu [20035])



Word Segmentation Problems

-

#» Ambiguity

=

» A character can be a word component in one context
or a word by itself in other context.

» A character can occur in different positions.

Position

Leit

Word by itself
Middle

Right

Example
"5 °to come up with’

|
#

1/ NAE to grow wheat’

fJ2 2k "assembly line’
17 to produce’




Word Segmentation Problems
=

#» Ambiguity
» A character can be a word component in one context
or a word by itself in other context.

» A character can occur in different positions.

# Unknown words
» New words are combinations of existing words.

» Names are created by combining characters in
unpredictable manner.

s Transliteration of foreign names.

=
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Word Segmentation Problems
=

#» Ambiguity T
» A character can be a word component in one context
or a word by itself in other context.

» A character can occur in different positions.

® Unknown words

» New words are combinations of existing words.

» Names are created by combining characters in
unpredictable manner.

s Transliteration of foreign names.
# There is no widely accepted definition of Chinese word.

(Sproat et al. [1994])used 6 people segmented the same
text. The segmentation consistency is only 76%.
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Word Segmentation methods
=

# Purely dictionary-based approach (Chengetal. [1999])

» Address the ambiguity problem with maximum
matching heuristic.

s Pros: Simple, good heuristic.

» Cons: Depends on the coverage of the dictionary.

=
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Word Segmentation methods
=

# Purely dictionary-based approach (Chengetal. [1999])

» Address the ambiguity problem with maximum
matching heuristic.

s Pros: Simple, good heuristic.

» Cons: Depends on the coverage of the dictionary.

=

# Purely statistical-based approach
» Use Point-wise mutual information or EM.
» Pros: Not depend on a dictionary.
» Cons: Low accuracy.



Word Segmentation methods
=

# Purely dictionary-based approach (Chengetal. [1999])

» Address the ambiguity problem with maximum
matching heuristic.

s Pros: Simple, good heuristic.

» Cons: Depends on the coverage of the dictionary.

=

# Purely statistical-based approach
» Use Point-wise mutual information or EM.
» Pros: Not depend on a dictionary.
» Cons: Low accuracy.

# Statistical-based approach using manual word
segmentation data.
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CRF for Word Segmentation

ng et al. [2004] & Tseng et al. [2005]

Word segmentation as Character Tagging problem
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CRF for Word Segmentation
o

Peng et al. [2004] & Tseng et al. [2005
# Word segmentation as Character Tagging problem
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# Conditional Random Field model
Letc = (c1,c9,...,cx) be a Chinese sentence,
t = (t1,1t2,...,tx) be the character tags of c.

. k=K
Pr (t|c) = Z(c) &P (S: D Nifilty—1,tr c, k))

k=1 1
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CRF for Word Segmentation
=

® Unknown words detection

s Pengetai. [2004]. Use forward backward algorithm to
calculate the confidence of word segment.

laVYaVa¥

s (Isengetal [2005]: Add additional features to the
model i.e the first and the last characters of rare words.

=



CRF for Word Segmentation
=

® Unknown words detection

Py NMNMNA

s Pengetal [2004]: Use forward backward algorithm to
calcula te t he confidence of word segment.

laVYaVa¥

s (Isengetal [2005]: Add additional features to the
model . he first and the last characters of rare words.

® Results

=

Sighan F-score F-score
Bakeoff 2003 |Tseng et al (2005) Peng et al. (2004)
CTB 0.863 0.849

AS 0.970 0.956

HK 0.947 0.928

PK 0.953 0.941




)0 We Need Wor d Segmentation for SMT
-

Xu et al) [2004]
#® Each Chinese character is interpreted as one “word”.
# Aligned Chinese characters with English text.

Pragress | [ ] ] ] ] [ | [ | | [ ] ] . .

viggrﬂus ] | | | | ] ] ] . . |

made | [ | [ | [ | [ | | . . [ |
regstructuring - . . . . -
industry HE

Tl B R E A P
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)0 We Need Wor d Segmentation for SMT

-~

Xu et al, [2004

#® Each Chinese character is interpreted as one “word”.
# Aligned Chinese characters with English text.

progresgs * * * * ®* ¢ ®» ¥ @ @ .]
vigorous * * * * * * * @ ﬂ - "
gl w W ow oW W W .o
restructuring m:.:’ =0
1ndustry.1

AL £ T B
# Generate a Chinese word dictionary.

# Use self-learned dictionary for Chinese word
L segmentation.

Advanced MT seminar

=

—n. 8/1



)0 We Need Wor d Segmentation for SMT
W o

ord length statistics

word || LDC dictionary || learned dictionary
length || frequency | |%] || frequency %]
1 2334 | 18.6 2 368 16.9

2 8149 | 65.1 5 486 39.2

3 1188 | 9.5 1 899 13.6

4 759 | 6.1 2084 14.9

5 70 | 0.6 791 a.r

6 20 | 0.2 617 4.4

7 6| 0.0 327 2.3
>8 111 0.0 424 3.0
total 12527 | 100 13 996 100

o



)0 We Need Word Segmentation for SM T

-

=

Chinese | English
Train Sentences 4172
Characters 172874 | 832760
Words 116 090 | 145422
Char. Vocab. | 3419 + 20 | 26 4 20
Word Vocab. 9391 0505
Test Sentences 993
Characters 42100 | 167101
Words 28 247 26225
method error rates | accuracy
WER | PER BLEU
no segment. 128 | oD 27.6
learned segment. 70.4 | 54.6 29.1
LDC segment. 71.9 | 544 29.2

-
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Integrated Word Segmentation in SMT
| o

Xu [2005]

Single best segmentation translation

Text —» Segmentation » Decoder—»Translation

f1 = arg maxgy j {Pr (f]]c]")

{ = arg maxel y {Pr (ellf'])}



Integrated Word Segmentation in SMT
-

Xu [2005]

Segmentation lattice translation

Text » Global decision ——» Transiation
E{ = argmax {P-r(ff‘lr |r*{{)}
I,e3
%
= argmax < E Pr{f{ jef el }
Iel :
e \ I
%
= argmax < E P?‘(fir|.-fr{f} . P-r(eﬂff. {?.{{)
E s P
\ 1
= argmax {nla}.}{ {Pr(ff EARE P-r(f_?ﬂfir)}}
I.E’.{ E
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Integrated Word Segmentation in SMT
| o

Xu [2005]

# |nput sentence at the character level
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Integrated Word Segmentation in SMT
|

Xu [2005]

# |nput sentence at the character level

By b g w1

# Segmentation lattice with weights
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Integrated Word Segmentation in SMT

Xu [2005]

Corpus statistics

=

Chinese English
Tramn: Sentences 19 851
Running Words 18 1247 159 655
Vocabulary 7610 6955
Singletons 3512 2938
CStar’03: Sentences 506
Words | Characters | Words
Running Words/Characters 32813 4757 65 604
Vocabulary 870 800 2078
OOVs (running words/characters) [%o] 5.40 8.74 143
OOVs (1n vocabulary) [%o] 18.4 26.3 20.6

-
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Integrated Word Segmentation in SMT

E

ranslation results

® Monotone finite state transducer

Segmentation methods WER [%] | PER [%] | NIST | BLEU [%]
Single-best (manual) segmentation 513 43.1 3.60 | 28.5
Segmentation lattice without weights | 51.6 42.2 4.69 | 29.0
#® Phrase based system

Segmentation methods WER [%] | PER[%] | NIST | BLEU[%]
Single-best (manual) segmentation 53.6 43 8 8.18 | 389
Segmentation lattice without weight 47.0 38.1 8.09 | 40.2
Segmentation lattice with bi-gram LM | 47.2 38.0 8.18 | 40.4

=

-
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Conclusion & Discussion

-

# \Very few research on word segmentation for machine
translation

=



Conclusion & Discussion

-

# \Very few research on word segmentation for machine
translation

=

# GIZA++ can produce error alignments.
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Conclusion & Discussion

f.o Very few research on word segmentation for machine T
translation

# GIZA++ can produce error alignments.
# Unalignment of English words and Chinese characters.
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Conclusion & Discussion

- .

# \Very few research on word segmentation for machine
translation

# GIZA++ can produce error alignments.

# Unalignment of English words and Chinese characters.
# Word reordering problems.

Advanced MT seminar — p. 17/
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