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1 Introduction

Statistical machine translation translates text from one language into another
language using available parallel corpora. Machine translation models extract
phrase translation based on word alignment output. However, languages are
different, in many language pairs, it is impossible to find an equivalent transla-
tion of a word of the source language into a word in the target language. In the
coming weeks, we will review existing research on source language processing
and their integrations in machine translation.

In the current survey, we would like to classify the problem into two di-
mensions: morphology processing for morphologically rich languages such as
German, Spanish, Arabic, etc and word segmentation for Asian languages like
Chinese, Thai, Japanese where word boundaries do not appear in written text.

1.1 Morphology Analysis for Machine Translation

Note that there is an active research on morphology disambiguation without
considering the impact of the output on other applications. We limit our topic
to the research focus on application of morphology for English translation and
will only review the former when there is an overlap. Most of the work used
lemmatization, tokenization, POS tagging language dependent techniques such
as (Sonja [2004]) on German, (Goldwater and Mcclosky [2005]) on Czech, (Lee
[2004]) on Arabic.

1.2 Word Segmentation

Approaches to word segmentation fall into two categories: heuristic dictionary-
based methods (Wu [2003]) and statistical machine learning methods i.e (Peng
et al. [2004]).

Instead of using single best segmentation for translation, there has been
work (Xu [2005]) handled all segmentation alternatives by reading segmentation
lattices for translation.
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2 Preferred Presentation Dates

I want to have my presentation after the 5th of March.
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