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Topic: Review on Factored and Syntactic Language models.

Summary:

In Statistical language modeling, we create probability models over words and sentences. Many models are simply smoothed conditional probability distributions for a word given its preceding history. Although smoothing methods have significantly improved the performance of n-gram language models, these models have a few limitations. n-gram language models cannot handle long range information.


A different approach to language modeling is based on Probabilistic Context-free Grammar and this takes syntax into account. Probabilistic context-free grammars (PCFG) are used to first generate parse hypotheses for the source sentence, then to prune and rearrange the hypotheses to a single tree. The leaf nodes are finally translated. These PCFGs act as both the translation model and the language model. It has been shown that syntax-based language models improve translation quality over n-gram based language models [1]. These models are not as generally applicable as an n-gram based language model as these models require a parser to parse the source language. 

To incorporate longer range interactions, n-gram models with higher values of n have to be built. In situations where data availability is low, such high n-gram models will not be reliable as the model turns out to be sparse. A newer approach called Factored language modeling (FLM) can be applied in such situations. These models do not require all possible higher n-grams and provide a richer set of conditioning probabilities to improve performance. These models represent words as bundles of features and include a probability model covering sequences of bundles rather than words. These models are also capable of incorporating some amount of linguistic information like semantic classes or parts of speech. In these models, it is not a necessity to have parse trees and linguistic information can be added to the model when available. [2] shows that FLM can produce bigrams with significantly lower perplexity.

In my presentation, I will be going over the syntax-based models and the factored language models. I will also be presenting details on how factors are chosen in FLMs and how an appropriate statistical model can be induced with these factors.
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