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Recent years have seen tremendous growth in statistical and corpus-based approaches to Machine Translation. Although such approaches are strong in explaining the lexical level interactions and preserving context in terms of phrasal units, they fail to explain the reordering and the syntactic divergences in the language pairs. For example, the famous French construction of 'ne ... pas' which is difficult to handle using general word-to-word translation systems. To address this deficiency, we have seen an increased usage of syntax of various kinds of formalisms, to complement the statistical approaches to MT. 

Most syntactic MT approaches are a combination of corpus based and transfer based approaches in an efficient way. The transfer-based side of the system has been mostly built using phrase constituency analysis and the grammar formalisms that are based on constituency. It is very natural to think of languages in this manner, but is this formalism ideal when addressing the problem of Machine Translation, which is still very lexicalized in nature? Can all languages be effectively handled in a Syntax MT using the constituency analysis paradigm? 

Although we do not yet have definite answers for such questions, a recent direction of research has been the usage of dependency analysis and structures for Syntax MT. Both EBMT and SMT flavors of Syntax MT have benefited from using dependency analysis. As part of my proposal I would like to research and find out some answers to the following questions - 

1. How is dependency analysis used in Syntax MT? How do the algorithms vary if only the source side of analysis is present?

2. How do the decoding and transfer phases adapt when using dependency analysis? What algorithms exist and what is the complexity analysis?

3. How does dependency based syntax incorporation in MT, compare with other grammar formalisms like the phrase structure grammar?

4. Is there a class of languages (free word order?), which yield better to dependency analysis vs. other analysis?

5. Dependency analysis being close to semantics, does it help MT produce better results?
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