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Context of the Paper
 Phrase Tables are the bread and butter of SMT

 Main questions in creation of one-

 Which phrase pairs do we extract? 

 How do we parameterize them?

 Desirable characteristics -

 Precision: Extracted translation pairs should be accurate 
(Johnson et al. 2007)

 Recall: Extract as many valid pairs as possible (Deng and 

Byrne 2005)
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Related Work
 Which phrase pairs do we extract? 

 Phrases from Alignment Matrix (Och and Ney 2003)

 More symmetrization (Koehn et.al 2003)

 Joint word-alignment and Phrases Extraction (Marcu and 

Wong 2002, Wu 95) 

 Miscellaneous Phrases from Alignment Matrix (Och and 

Ney 2003)

 Syntax based extraction (Yamada and Knight 2002, Lavie et.al 

2008)
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Related Work
 How do we parameterize them?

 Relative frequency estimation (Och and Ney 2003)

 Lexical Weighting IBM1 or 4 (Koehn et.al 2003)

 Smoothing phrase tables (Foster et.al 2006)

 Additional features to reduce over-estimation (Zhao et.al 

2004, Tillmann and Zhang 2006) 
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Algorithm Highlights
 Prepare IBM Model 1, HMM lexicons that support 

feature extraction

 List all the n-grams to a predefined length

 Extract features for all possible phrase pairs

 Score each phrase with a log-linear model

 Select best pairs by thresholding the combined score 
at a cut-off 

 Discriminatively learn the weights for log-linear model 
and cut-off threshold 
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Feature Functions: 
Model-based Phrase Pair Posterior

 Sum over hidden alignments – which ones?

 Combining bidirectional posteriors  as a geometric 
mean

 IBM Model-1 vs HMM
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Feature Functions: 
Bilingual Information Metric
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Feature Functions: 
Monolingual Information Metric

 Predictive Uncertainty

 Ex: ‘we want to have a table near the window’
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Feature Functions: 
Word Alignments Induced Metric

 Within phrase pair consistency ratio (WPPCR)

 Computed using Viterbi Alignments

 Viterbi case: WPPCR=1 

 Soft case: WPPCR is low for precise phrases
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Experiments
 IWSLT 2006 Chinese-English : 40K 

 Tune parameters (phrase-score and decoding) on 
06dev set

 Test on 04dev,04test, 05test,06test

 Decoder:

 Stack based decoder

 Pharoah-style features (14?)

 LM:

 Trigram, Kneser-Ney smoothing
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Translation Results
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Phrase table size vs Quality
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Effect of Features

 Word-alignment seems to be a crucial feature
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Effect of Recall

 How are scores combined?
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Discussion
 Training

 Decoder features were not trained along with phrase 
features 

 Recall vs. Features vs. Parameterization

 Threshold to filter phrase table  

 What is the right way to do this

 Is this a Joint -

 phrase extraction+ word alignment

 Phrase extraction + decoding
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