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Abstract We have proposed an automatic speech summarization method through word extraction. In our
proposed method, a set of words maximizing a summarization score consisting of word significance measure, lin-
guistic likelihood, confidence measure and SDCFG (stochastic dependency context free grammar) is extracted from
automatically transcribed speech. This extraction is performed using a Dynamic Programming (DP) technique
according to a target compression ratio (summarization ratio) based on the number of words/characters in the
original sentence. We have previously tested the performance of our method using Japanese speech such as broad-
cast news and lectures. Since our method is based on a statistical approach, it can be applied not only to Japanese
but also other languages. In this paper, English broadcast news speech transcribed using a speech recognizer is
automatically summarized. In order to apply our method to English, the model of estimating word concatenation
probabilities based on a dependency structure in the original speech given by a Stochastic Dependency Context
Free Grammar (SDCFG) is modified. In order to reduce the amount of computation, a summarization method for
multiple utterances using two-level DP technique is conducted.
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話し言葉を対象とした要約に向けて
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あらまし これまで，単語抽出による音声自動要約手法を提案してきた．本手法は，音声認識結果から，単語重要度，
言語尤度，信頼尺度，係り受け SCFGに基づく要約スコアが最大となる部分単語列を抽出する．抽出される部分単語
列は，原文の単語数または文字数に基づく特定の割合 (要約率)で，動的計画法により決定する．これまで，日本語の
ニュースまたは講演の音声を対象として，提案手法により自動要約を行った．本手法は，確率モデルに基づく要約ス
コアを適用していることから，他言語への応用が可能である．本稿では，英語のニュースを音声認識し，自動要約し
た結果を報告する．英語の自動要約に適用するため，係り受け SCFG(Stochastic Context Free Grammar)に基づく
単語間遷移確率を推定するモデルを，英語の係り受け構造を推定できるモデルに拡張した．また，複数の発話から構
成された音声を要約する手法として，要約する文数の増加に伴い増加する計算量を削減するため，2段DP(Dynamic
Programming)による複数発話自動要約手法を適用した．

キーワード 音声自動要約，英語ニュース音声，単語重要度，言語尤度，信頼尺度，係り受け SCFG，2段 DP



1 Introduction

Currently various applications of LVCSR systems,
such as automatic closed captioning [1], meet-
ing/conference summarization [2] and indexing for in-
formation retrieval [3], are actively being investigated.
Transcribed speech usually includes not only redun-
dant information such as disfluencies, filled pauses,
repetitions, repairs and word fragments, but also irrel-
evant information caused by recognition errors. There-
fore, especially for spontaneous speech, practical ap-
plications using speech recognizer require a process
of summarization which removes redundant and ir-
relevant information and extracts relatively impor-
tant information depending on users’ requirements.
Speech summarization producing understandable sen-
tences from original utterances can be considered as a
kind of speech understanding.
We proposed an automatic speech summarization

technique [4][6], and investigated its performance using
Japanese broadcast news speech. Since our method is
based on a statistical approach, it can be applied not
only to Japanese but also other languages. In this pa-
per, English broadcast news speech transcribed using
a speech recognizer [7] is automatically summarized
and evaluated. In order for our method to apply to
English, a model to estimate dependency structures
in original sentences based on Stochastic Dependency
Context Free Grammar (SDCFG) is extended.

2 Summarization of Each Sen-

tence Utterance

Our method to summarize speech, sentence by sen-
tence, extracts a set of words maximizing a summa-
rization score from an automatically transcribed sen-
tence according to a summarization ratio. The sum-
marization ratio is the number of characters/words in
the summarized sentence divided by the number of
characters/words in the original sentence. The sum-
marization score indicating the appropriateness of a
summarized sentence is defined as the sum of a word
significance score I, a confidence score C of each word
in the original sentence, a linguistic score L of the word
string in the summarized sentence [4][5] and a word
concatenation score T [6]. The word concatenation
score given by SDCFG indicates a word concatenation
probability determined by a dependency structure in
the original sentence. This method is effective in re-
ducing the number of words by removing redundant
and irrelevant information without losing relatively
important information. A set of words maximizing
the total score is extracted using a DP technique [4].
Given a transcription result consisting of N words,

W = w1, w2, . . . , wN , the summarization is performed

by extracting a set of M (M < N ) words, V =
v1, v2, . . . , vM , which maximizes the summarization
score given by eq. (1).

S(V ) =
M∑

m=1

{L(vm| . . . vm−1) + λII(vm)

+λCC(vm) + λT T (vm−1, vm)} (1)

where λI , λC and λT are weighting factors for balanc-
ing among L,I, C and T .

2.1 Word significance score

The word significance score I(vm) indicates the rela-
tive significance of each word in the original sentence
[4]. The amount of information based on the frequency
of each word is used as the word significance score for
topic words. We choose nouns and verbs as topic words
for English. A flat score is given to words other than
topic words. To reduce the repetition of words in the
summarized sentence, a flat score is also given to each
reappearing noun and verb.

2.2 Linguistic score

The linguistic score L(vm| . . . vm−1) indicates the ap-
propriateness of the word strings in a summarized sen-
tence and is measured by a N-gram probability P (vm|
. . . vm−1) [4]. In contrast with the word significance
score which focuses on topic words, the linguistic score
is helpful to extract other words necessary to construct
a readable sentence.

2.3 Confidence score

The confidence score C (vm) is incorporated to weight
acoustically as well as linguistically reliable hypotheses
[5]. Specifically, a posterior probability of each tran-
scribed word, that is the ratio of a word hypothesis
probability to that of all other hypotheses, is calcu-
lated using a word graph obtained by a decoder and
used as the confidence measure [7].

2.4 Word concatenation score

The word concatenation score T (vm−1, vm) is incor-
porated to give a penalty for a concatenation be-
tween words with no dependency in an original sen-
tence. Suppose “the beautiful cherry blossoms bloom
in spring” is summarized as “the beautiful spring”.
The latter phrase is grammatically correct but an in-
correct summarization. The above linguistic score is
not powerful enough to alleviate such a problem. In
order to maintain original meanings, dependencies be-
tween words in the original sentences are necessary to
be kept in summarized sentences. The word concate-
nation in a summarized sentence is restricted by the



dependencies in an original sentence. An example of
the dependency structure represented by a dependency
grammar is shown as the curved arrows in Fig. 1.

The    beautiful    cherry     blossoms     bloom     in     spring

Figure 1: An example of dependency structure.

In the dependency grammar, one word is the head
of a sentence, and all other words are either a depen-
dent of that word, or else dependent on some other
word which connects to the head word through a se-
quence of dependencies. The word at the beginning
of an arrow is named “modifier” and the word at the
end of the arrow is named “head” respectively. The
English dependency grammar consists of both “right-
headed” dependency indicated by right arrows and
“left-headed” dependency indicated by left arrows as
shown in Fig. 1. The dependencies can be written as
phrase structure grammar, DCFG (Dependency Con-
text Free Grammar) as follows.

α → βα (right-headed)

α → αβ (left-headed)

α → w

where α, β are nonterminal symbols and w is a termi-
nal symbol (word). An example of the DCFG-based
tree representation is illustrated in Fig. 2.
Since the dependencies between words are usually

ambiguous, whether dependencies exist or not between
words is given by probabilities that one word is mod-
ified by others based on the SDCFG. The word de-
pendency probability is a posterior probability esti-
mated by the Inside-Outside probabilities [8] obtained
using a manually parsed corpus. Figure 3 illustrates
an example of a phrase structure tree based on a de-
pendency structure. Suppose a sentence consists of L

The    beautiful    cherry     blossoms     bloom     in     spring
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Figure 2: An example of dependency structure repre-
sented by a phrase structure tree.
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Figure 3: A phrase structure tree based on a depen-
dency structure.

words, w1, . . . , wL. The probability that wm and wl

has a dependency structure is calculated as a product
of the probabilities of the following sequence when a
sentence is derived from the initial symbol S; 1) the
rule of α → βα is applied, 2) wi . . .wk is derived from
β, 3) wm is derived from β, 4) wk+1 . . .wj is derived
from α and 5) wl is derived from α. The probability
of applying the rule of α → αβ is also added.

In a summarized sentence generated from the ex-
ample in Fig. 2, “beautiful” can be directly connected
with “blossoms” and also with “cherry”. In general,
as shown in Fig. 3, a modifier derived from β can
be directly connected with a head derived from α in
a summarized sentence. In addition the modifier can
be also connected with each word which modifies the
head. The word concatenation probability between
wm and wn is defined as a sum of the dependency
probabilities between wm and wn, and between wm

and each of wn+1 . . .wl. Using the dependency proba-
bilities d(wm, wl, i, k, j), the word concatenation score
is calculated by

T (wm, wn) = log
m∑

i=1

n−1∑

k=m

L∑

j=n

j∑

l=n

d(wm, wl, i, k, j).(2)

We use the SDCFG to estimate the dependency
structure of the original sentence. In our SDCFG, only
the number of non-terminal symbols is determined and
all combinations of rules are applied recursively. The
non-terminal symbol has no specific function such as a
noun phrase. All the probabilities of rules are stochas-
tically estimated based on data. Probabilities for fre-
quently used rules become bigger, and those for rarely
used rules become smaller. Even if transcription re-
sults by a speech recognizer are ill-formed, the depen-
dency structure can be robustly estimated by our SD-
CFG.



3 Summarization of Multiple
Utterances

The summarization method applied to each sentence
can be extended to the summarization of articles con-
sisting of multiple utterances as follows. Each utter-
ance is summarized according to all possible summa-
rization ratio and then the best combination of sum-
marized sentences is determined according to a tar-
get compression ratio using a two-level DP technique
[6]. Figure 4 illustrates the two-level DP technique for
summarizing multiple utterances.
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Figure 4: An example of DP process for summariza-
tion of multiple utterances.

4 Word Network of Manual

Summarization Results for
Evaluation

To automatically evaluate summarized sentences, cor-
rectly transcribed speech are manually summarized by
human subjects and used as correct targets. The man-
ual summarization results are merged into a word net-
work which approximately expresses all possible cor-
rect summarization including subjective variations. A
“summarization accuracy” of automatic summariza-
tion is calculated using the word network [6]. A word
string that is the most similar to the automatic sum-
marization result extracted from the word network is
considered as a correct target for the automatic sum-
marization. The accuracy, comparing the summarized
sentence with the target word string, is used as a mea-
sure of linguistic correctness and maintenance of orig-
inal meanings of the utterance.

5 Evaluation Experiments

5.1 Evaluation data

English TV broadcast news utterances (CNN news)
recorded in 1996 given by NIST as a test set of Topic
Detection and Tracking (TDT) were tagged by Brillt-
agger [10] and used to evaluate our proposed method.

Five news articles consisting of 25 utterances in aver-
age were transcribed by a speech recognition system.
The multiple utterance summarization was performed
for each of the five news articles at 40% and 70% sum-
marization ratio. 50 utterances arbitrarily chosen from
the five news articles were used for the sentence by sen-
tence summarization with the summarization ratios of
40% and 70%. In order build a word network of man-
ual summarization results, 17 native English speaker
generated manual summarization by removing or ex-
tracting words.

5.2 Structure of Broadcast News Tran-
scription System

English broadcast news speech was transcribed by the
JRTk (Janus Speech Recognition Toolkit) [7] with the
following conditions.

Feature extraction

Sounds were digitized with 16kHz sampling and 16bit
quantization. Feature vectors had 13 elements con-
sisting of MFCC. Vocal Tract Length Normalization
(VTLN) and cluster based cepstral mean normaliza-
tion were used to compensate for speaker and channel.
Linear Discriminant Analysis (LDA) was applied to re-
duce feature dimensions in each segment consisting of
7 frames to 42.

Acoustic model

A pentphone model with 6000 distributions sharing
2000 codebooks were used. There were about 105k
Gaussians in the system. The training data was com-
prised of 66 hours of Broadcast News(BN).

Language model

Bigram and trigram were built using BN corpus. Its
vocabulary size was 40k.

Decoder

A word-graph-based 3-pass decoder which was com-
posed with JRTk was used for transcription. In
the first pass, frame-synchronous beam search was
performed using a tree-based lexicon, the above-
mentioned HMMs and a bigram model to generate a
word graph. In the second pass, frame-synchronous
beam search was performed again using a flat lexicon
hypothesized in the word graph by the first pass and a
trigram model. In the third pass, the word graph was
minimized and rescored using the trigram language
model.



5.3 Training data for summarization
models

A word significance model, bigram and trigram lan-
guage models and SDCFG were constructed using
roughly 35M words (10681 sentences) of the Wall
Street Journal corpus and the Brown corpus in Penn
Treebank [9]. SDCFG was estimated using above-
mentioned corpus without using nonterminal symbols
The number of nonterminals was set to 100.
The performance of the n-gram language models

constructed using the newspaper text to represent the
manual summarized sentences by human subjects was
tested. Figure 5 shows the perplexity and out of vocab-
ulary (OOV) rate compared between the bigram and
trigram language models. Since the trigram, whose
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Figure 5: Perplexities and out of vocabulary rates of
language models for summarization. EACH: summa-
rization sentence by sentence, MULTIPLE: summa-
rization of multiple sentences, TRS: Manual transcrip-
tion,

perplexity is higher than that of the bigram, is con-
sidered to restrict word strings too strongly in a sum-
marized sentence, The bigram model was used for the
linguistic score in this study.

5.4 Evaluation results

Manual transcription (TRS) and automatic transcrip-
tion (REC) were both summarized. Mean word recog-
nition accuracies of the utterances used for the multi-
ple utterance summarization and those for sentence
by sentence summarization were 78.4% and 81.4%,
respectively. Table 1 shows examples of automatic
summarization and the corresponding target extracted
from a manual summarization word network. Figure 6
shows summarization accuracies of utterance summa-
rization at 40% and 70% summarization ratio and Fig.
7 shows those of summarizing articles having multiple
utterances at 40% and 70% summarization ratio. In
these figures, I, L, C and T indicate that the word
significance score, the linguistic score, the confidence
score and the word concatenation score are used, re-
spectively.
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Figure 6: Each utterance summarization at 40% and
70% summarization ratio.
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Figure 7: Article summarization at 30% and 70% sum-
marization ratio.

In the summarization of REC, conditions with
and without the word confidence score, (I L C T )
and (I L T ), were compared. In summarization for
both TRS and REC, conditions with and without
the word concatenation score, (I L T , I L C T ) and
(I L,I L C), were compared.
The summarization accuracies for manual summa-

rization (SUB) is considered to be the upper limit
of the automatic summarization accuracy. To en-
sure that our method is sound, we randomly gener-
ated summarization sentences (RDM) according to the
summarization ratio and compared them with those by
our proposed method.
These results show that our proposed automatic

speech summarization technique is significantly more
effective than RDM. By using the word concatena-
tion score (I L T , I L C T ), meaning alteration is re-
duced compared with the case without using it (I L,
I L C). The result obtained when using the word con-
fidence score (I L C T ) compared with those not us-
ing it (I L T ) shows that the summarization accuracy
is improved by the confidence score. Table 2 shows
the number of word errors and the number of sen-
tences including word errors in the automatic summa-



Table 1: Examples of automatic summarization and the corresponding target extracted from a manual summariza-
tion word network.

upper: a set of words extracted from the correct summarization network which is the most
similar to the automatic summarization, lower: automatic summarization of recognition result.

VICE PRESIDENT AL GORE SAYS THE GOVERNMENT HAS A PLAN TO AVOID
Recognition result

THE INEVITABLE PROSPECT OF INCREASED AIRPLANE CRASHES AND FATALITY IS
VICE PRESIDENT AL GORE SAYS THE GOVERNMENT HAS A PLAN TO AVOID

70% THE INCREASED AIRPLANE CRASHES
summarization VICE PRESIDENT AL GORE SAYS THE GOVERNMENT HAS A PLAN TO AVOID

<DEL> INCREASED AIRPLANE CRASHES
<INS> THE GOVERNMENT HAS A PLAN TO AVOID

40% THE INCREASED AIRPLANE CRASHES
summarization GORE THE GOVERNMENT HAS A PLAN TO AVOID

THE INCREASED AIRPLANE CRASHES
: recognition error, <INS>: insertion, <DEL>: deletion

Table 2: Number of recognition errors in summarized
sentences and number of sentences including recogni-
tion errors

each utterance multiple utterances
REC 180 (45) 326 (94)
ratio 40% 70% 40% 70%

I 42 (27) 111 (40) 99 (56) 199 (71)
I L 44 (28) 87 (37) 86 (53) 166 (69)

I L C 23 (15) 49 (22) 34 (28) 82 (47)
I L T 46 (27) 84 (37) 90 (56) 173 (69)

I L C T 22 (13) 51 (24) 25 (17) 80 (47)
RDM 82 (30) 87 (21) 89 (45) 169 (65)

():number of sentences including recognition errors

rization results. It is shown that recognition errors are
effectively reduced by the confidence score. In con-
trast with the confidence score which has been incor-
porated into the summarization score to exclude word
errors by a recognizer, the linguistic score is effective
to reduce out-of-context word extraction both from
recognition errors and human disfluencies. In summa-
rizing Japanese news speech, the confidence measure
could improve the summarizing performance by ex-
cluding in-context word errors. In the English case,
the confidence measure can not only exclude word er-
rors but also help extracting clearly pronounced im-
portant words. Consequently the use of the confidence
measure yields a larger increase in the summarization
accuracy for English than Japanese.

6 Conclusions
Each utterance and a whole news article consisting of
multiple utterances of English broadcast news speech
were summarized by our automatic speech summariza-
tion method based on the following scores: word sig-
nificance score, linguistic likelihood, word confidence
measure and word concatenation probability. Experi-
mental results show that our proposed method can ef-
fectively extract relatively important information and
remove redundant and irrelevant information from En-
glish news speech is the similar way as Japanese.

Acknowledgment
The authors would like to thank Prof. Waibel, Mr.
Markin and Mr. Hua (Carnegie Mellon University) for
providing us with the results of English broadcast news
speech recognition using JRTk. We also appreciate Dr.
Yoshi Gotoh (Sheffield University) for an arrangement
of generating the manual summarization.

References
[1] T. Imai et al., ”Progressive 2-pass Decoder for

Real-Time Broadcast News Captioning,” Proc. IC-
SLP2000, vol.I, pp.246-249, Beijing (2000).

[2] S. Furui et al., ”Toward the Realization of
Spontaneous Speech Recognition -Introduction of
a Japanese Priority Program and Preliminary
Results-,” Proc. ICSLP2000, vol.III, pp.518-521,
Beijing (2000).

[3] R. Valenza et al., ”Summarization of Spoken Au-
dio through Information Extraction,” Proc. ESCA
Workshop on Accessing Information in Spoken Au-
dio, pp.111-116, Cambridge (1999).

[4] C. Hori et al., ”Automatic Speech Summarization
Based on Word Significance and Linguistic Likeli-
hood,” Proc. ICASSP2000, vol.III, pp.1579-1582, Is-
tanbul (2000).

[5] C. Hori et al., ”Improvements in Automatic Speech
Summarization and Evaluation Methods,”
Proc. ICSLP2000, vol.IV, pp.326-329, Beijing
(2000).

[6] C. Hori et al., ”Advances in Automatic Speech
Summarization,” Proc. EUROSPEECH2001,
vol.III, pp.1771-1774, Aalborg (2001).

[7] A. Waibel et al., ”Advances in Meeting Recogni-
tion,” Proc. HLT2001, pp.11-13, San Diego (2001)

[8] K. Lari et al., “The estimation of stochastic con-
text free grammars using the Inside-Outside algo-
rithm,” Computer Speech and Language, 4, pp.35–
56 (1990).

[9] http://www.cis.upenn.edu/~treebank/

[10] http://www.cs.jhu.edu/~brill/


