

















Optimization in ILPs
o DFS, with pruning by:

o constraint propagation

o best solution so far

o dual feasible solution

o dual feasible solution for relaxation of
[LP with some variables set (branch

and bound)







More on optimization
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o Unconstrained optimization: gradient = 0
o Equality-constrained optimization

o Lagrange multipliers
o Inequality-constrained: either

o nonnegative multipliers, or

o search through bases (for LP: simplex)




Quiescence
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Duality as game
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o Yet one more interpretation of %

duality

o Game between minimizer and
maximizer
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Matrix
games
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Matrix games
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o Games where each player chooses a single
move (simultaneously with other players)

o Also called normal form games

o Simultaneous moves cause uncertainty: we
don’t know what other player(s) will do
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What else?
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o Could ask for value of a strategy x under
various weaker assumptions about other

players’ strategies y, z, ...

o Weakest assumption: other players might
do absolutely anything!

o How much does a strategy guarantee us in
the most paranoid of all possible worlds?
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/ero-sum game
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o A 2-player matrix game where

o (payoff to A) = —(payoff to B) for all
combinations of actions

o Note: 3-player games are never called
zero-sum, even if payoffs add to 0

o But if (payoffto A) = 7 — (payoff to B) we
sometimes fudge and call it zero-sum

2








































Duality
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o X 1§ dual variable for My = 1z

o Complementarity: Row can only play
strategies where My = 17

o Makes sense: others cost more

o Dual of this LP looks the same, so Col can
only play strategies where x’M is maximal
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General-sum
equilibria













Dominated strategies
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o First step towards being rational: if a
strategy is bad no matter what the other
player does, don'’t play it!

o Such a strategy is (strictly) dominated
o Strict = always worse (not just the same)

o Weak = sometimes worse, never better
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A as well

equilibrium
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Equilibrium

o If Row says s/he will play A,
Col’s best response is to play

o And if Col plays A, then Row’s
best response is also A

o So (A, A) are mutually
reinforcing strategies—an
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3, 4

0, 0

U |0, 0

4, 3
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Nash equilibrium
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o Best-known type of equilibrium

o Independent mixed strategy for each
player

o Each strategy is a best response to others
o puts zero weight on suboptimal actions

o therefore zero weight on dominated
actions
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Correlated
equilibria










Moderator
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o A moderator has a big deck of cards

o Each card has written on it a
recommended action for each player

o Moderator draws a card, whispers |, A )
actions to corresponding players Row- Ali
o actions may be correlated Baba
Col: Union
o only find out your own Grill

o may infer others '}
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o Since players can have correlated
actions, an equilibrium with a
moderator is called a correlated
equilibrium

o Example: 5-way stoplight
o All NE are CE

o At least as many CE as NE in every
game (often strictly more)

Correlated equilibrium

stop
stop
go
stop
stop
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Finding correlated equilibrium
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AlU
Alal|b
Ulc|d

o P(Row is recommended to play A) =a + b

o P(Col recommended A | Row
recommended A) =a/ (a + b)

o Rationality: when I’'m recommended to
play A, I don’t want to play U instead




Rationality constraint
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Ala|b|| A |4,3]|0,0
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All rationality constraints

AlU AlU
Alal|b A 4,3 0
Ulc|d U| 0 |34

1 ~ - 1'.: q.:"-" .h

Row recommendation A 4a + 0b > 0a + 3b
Row recommendation U  Oc + 3d > 4c + 0d
Col recommendation A 3a + 0c > 0a + 4c
Col recommendation U 06 + 4d > 3b + 0d
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Realism?
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o Often more realistic than Nash
o Moderators are often available
o Sometimes have to be kind of clever

o E.g., can simulate a moderator if we can
talk (may need crypto, though)

o Or, can use private function of public
randomness (e.g., headline of NY Times)
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How good 1s equilibrium?
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o Does an equilibrium tell you how to play?
o Sadly, no.

o while CE included reasonable answer,
also included lots of others

o To get further, we’ll need additional
assumptions
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Bargaining
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Which one?
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o In Lunch, there are 3 Nash equilibria
o and 5 corner CE + combinations

o Players could agree on any one, or agree
to randomize among them

o e.g., each simultaneously say a binary
number, XOR together, use result to pick
equilibrium
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Beyond Pareto
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o We still haven't achieved our goal of
actually predicting what will happen

o We’ve narrowed it down a lot: Pareto-
dominant equilibria

o Further narrowing is the subject of much
argument among game theorists
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Nash bargaining solution
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o Nash built model of bargaining process

o Rubinstein later made the model more
detailed and implementable

o Model includes offers, threats, and
impatience to reach an agreement

o In this model, we finally have a unique
answer to “what will happen?”
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Rubinstein’s game
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o Two players split a pie

o Each has concave, increasing utility for a
share in [0,1]




Rubinstein’s game
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o Bargain by alternating offers:
o Alice offers 60-40
o Bob says no, how about 30-70
o Alice says no, wants 55-45
o Bob says OK
o Alice gets@ Ua(0.55), Bob: y?Up(0.45)

o In case of disagreement, no pie for anyone
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Theorem
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o NBP is unique outcome that is

o optimal (on Pareto frontier)

o symmetric (utilities are equal if
possible outcomes are symmetric) }

o scale-invariant

o independent of irrelevant alternatives
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Bargalmng
over time













