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Abstract

Today there are a rapidly increasing number of lesi® devices such as access points and wireless
enabled laptops in our homes and offices. Sinegettare only three non-interfering channels
between 2.41 GHz and 2.48 GHz, the increasing cttigre for these three channels of
communication will cause increasing interferenbestdecreasing the performance of these wireless
devices. To diagnose problems caused by interderethe wireless network administrator must
obtain a map of the radio propagation and intenfeeeof the site of network deployment. Our aim for
this thesis is to implement a cheap, easy to deq@alytime monitoring system for wireless networks.
By combining local signal maps from individual mtaming stations into a global map, we can create
a real time signal map of an entire wireless nétwoOur results indicate that there is a high
correlation between RSSI variance and workloadsoAin our deployment site, most terminals are in
the 802.11 b mode when the access points suppdri B mode. Finally, we were able to use our
system to characterize the utilization at variasations in the deployment and find possible hidden

and exposed terminals.
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Chapter 1

Introduction

1.1 Joint Thesis

This was a joint thesis project between Yuxiang &md lisun Lee. Yuxiang Liu was responsible for
integrating and managing the database. llsun waporsible for the developing the passive
monitoring stations. In the analysis of the ddtan focused on the analysis of the general spectr

patterns in global and local view. On the othemchayuxiang developed a monitoring tool which

provides an easy way to visualize the spectrumauigathe networks and used it to find hidden and
exposed terminals. While chapters 1, 2 and 5 wearden together, chapters 3 and 4 have a
designated author in each section. Sections 323éhwere written by Yuxiang, and sections 3.1
and 3.4 were written by llsun. Also, in chapteisdc¢tions 4.2.1 to 4.2.5 were written by llsun and

sections 4.2.6 to 4.2.9 were written by Yuxiang.

1.2 Motivation

Today there are a rapidly increasing number of lesi® devices such as access points and wireless
enabled laptops in our homes and offices. As tiee @f these wireless devices decreases and their
convenience increases, their numbers will increasm even faster rate in the near future. However
the bandwidth available to support these wirelesgogs is limited as these devices are only allowed
to use the bandwidth between 2.41 GHz and 2.48 @kzto government regulations [1]. Since
there are only three non-interfering channels betw2.41 GHz and 2.48 GHz, the increasing
competition for these three channels of commurdcatvill cause increasing interference, thus
decreasing the performance of these wireless dgvice

Let's look at this problem through the eyes of ieeless network administrator. There are
three stages in the life cycle of a wireless nekwdeployment, maintenance and expansion. In the
deployment stage, the wireless network adminigtnemaest determine where to place wireless access
points in order to maximize coverage and minimigerference. In the maintenance stage, the
wireless network administrator must diagnose usewshplaints of poor wireless performance.
Finally in the expansion stage, the wireless netveaiministrator must determine where to place new
wireless access points and how to configure themitdmize interference with the existing wireless

access points.



To answer these questions the wireless networkrastnator must obtain a map of the radio
propagation and interference at the site of netwiefloyment. In open space, radio waves propagate
according to the inverse-square law, so the sthenftthe radio wave at a location is inversely
proportional to square of the distance from thaatmn to the radio source [2]. However, in closed
space, radio wave propagation is unpredictablafieseht surfaces attenuate radio waves differently
[3]. Since most wireless networks are deployedi@sed environments such as office buildings and
houses, one cannot simply predict a signal propagamhap from the floor plan of the deployment
site, but rather one must measure the signal strexiggach room of the floor plan.

While a site survey of the radio signal propagatican inform the wireless network
administrator on where to deploy access pointsndutihe deployment stage, it does not help the
wireless network administrator diagnosing networiteiference and poor performance in the
maintenance stage. This is because the signaloanvent has changed with the addition of the new
access points and with the continual turn overioéless clients. Therefore, in order to diagnese r

time wireless network problems with interferencega time wireless signal map is needed.

1.3 Related Work

Providing a real time signal mapping of IEEE 802ritworks is a relatively new research area.
Adya, et al. [4] developed an architecture for digg and diagnosing faults in the wireless network
infrastructure. By placing special monitoring saite on the clients and access points, they were
able to detect disconnected clients, rouge cliantsperformance problems. The primary difference
between our thesis and this paper is that ourgliesused on providing the signal map to explaih an
determine the causes of disconnected clients arfdrpgnce problems, rather than detecting the

occurrence of such problems.

1.4 Project aims

1.4.1 Implementing a cheap, easy to deploy real tim e monitoring system for wireless
network

The first general aim was to implement a real tiua¢abase for the wireless network in order to
develop an accurate model of the signal environméfdsy installation and deployment of the
passive monitoring station were the crucial prapstto collect large and accurate data sets.olilsh

allow user to make queries about the collectedl@ssenetwork data.
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1.4.2 Analyze the collected data and identify wirel ~ ess network problem

The second general aim was to investigate theatellesignal data in order to identify the potential
wireless network problem. Problems we will try smswer are determining the location and

prevalence of hidden and exposed terminal problems.

1.4.3 Provide a graphical interface to monitor the network in real time

The third general aim was to design and implemeagraphical user interface to the collected data in
order to present to the user a real time globalv\ié the data. This way, the user can diagnose
wireless network problems and spot patterns inddta in real time without resorting to complex

offline processing.

1.4.4 Implementing an spatial application

The last aim was to develop a solution to solvewiireless problem by developing algorithm to
change the configurations of the client or rout®ecause of the lack of the time and support frioen t

chosen wireless drivers, this aim was not accoimgdis
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Chapter 2

Real time site survey

The main goal of our thesis is to provide a systhat can produce a real time site survey of a
wireless network deployment. At the same time, wi also try to determine the location and

prevalence of hidden and exposed nodes.

2.1 Real time wireless site survey in a nutshell

A static wireless site survey is a physical surgéyhe wireless network deployment site to identify
how radio waves are propagated in that environméhitth a map of the radio wave propagation
resulting from a wireless site survey, a wirelessmork administrator can determine the optimal
location to deploy new access points to provide imam coverage and performance at the
deployment site. A static wireless site surveyallguinvolves several people carrying hand held
spectrum analyzers and measuring the radio frequéR€E) patterns at every location at that
deployment site that requires wireless network s&c&uch process is time and labor intensive ind a
the same time only provide a static view of thedRbpagation and interference.

A real time wireless survey monitors the wirelessvork deployment site in real time. This
monitoring is an automated process performed byitmamg stations placed strategically within the
wireless network deployment site, where each madniostation reports the RF propagation and

interference around its area in real time.

2.2 Implications

The wireless network topology changes continuoust the constant flux of wireless clients and
people in the wireless network. With a real timieeless site survey, we gain an accurate and real
time signal map of the wireless deployment sitesing this signal map, we can continuously monitor
the strength and locations of the interference @dlry access points and clients, and diagnose’ users
complaints of poor wireless performance. By knayihe problem areas of the wireless network, a
wireless network administrator can either modifg ttonfiguration of existing access points or add

new access points.
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2.3 Challenges

However there are many challenges in creating ldinea wireless site survey. The first challenge i
how to monitor a dynamic wireless environment condiusly. We need a platform that can be easily
deployed and reliably gather data 24 hours a ddlowt maintenance. The second challenge is
determining the number of monitoring stations iguieed to provide sufficient coverage for a
wireless deployment. The third challenge wouldhbg to weave the different observations from
multiple monitoring stations into one complete piet of wireless environment and mine useful

information from these deep set of information.
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Chapter 3

Implementation
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Figure 3.1 Overview of our solution to the real tine signal map

Client

Our solution to the real time signal map involvederal monitoring stations strategically placed in

the wireless network and set to passively monherwireless traffic in their area. Every minute, a

aggregate of the statistics on the wireless traffauld be transmitted to the database.

Finally,

gueries were made to the database to generatepgbes required to analyze the data collected &y th

monitoring stations.

3.1 Monitor Station

3.1.1 Router

Netgear WGT634U [5] Access Points were used to emght the passive monitoring station.
Netgear WGT634U has a 200MHz MIPS32-like CPU (Bomexd BCM947XX), 32MB RAM, 8MB
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flash, an Atheros AR5213-based 802.11b/g card Bthernet interfaces, a USB 2.0 host port and run
Linux 2.4 kernel. Netgear WGT634U is cheap, smaalll easy to install which enabled the easy
deployment of the monitoring stations.

In addition, Netgear WGT634U provided versatilelsowhich enabled easy installation of
software. Previously, Roofnet [6] project from M.have used identical router as the test beda for
wireless ad-hoc network. Roofnet project providedcross compiler, SSH daemon and other
necessary tools with directions which helped enaosthoduring the installation of the software to

router.

3.1.2 Process Overview

Figure 3.2 provides the basic overview of the maninty station’s process flow. There are four
stages in the monitoring station’s process flow:

1. Device Driver: Responsible for the receiving incogpacket and collect hardware generated

information such as RSSI.

2. Click Modular Router: Provide easy interface to agglication

3. Data Aggregator: Collect and validate the collectddrmation

4. Client Program: Send out the collected data tac#meral database
First, the incoming packet with data and header reasived by the device driver. Then, hardware
information such as RSSI value was added to th&egpdweader by the device driver. Next, this
packet was passed to the Click Software routethdrClick, only the necessary data information was
extracted from the packet headers and unnecesgarynation such as data portion of the packet was
discarded. Extracted data information was thersgzhso the data aggregator. The data aggregator
then sorts the passed in data by its source IDpacHlet’'s transmission rate. Lastly, the client ldou
send the collected data in every minute to therakdatabase and clears the data aggregator for the
next use. Detailed information about each stagef@ementation will be described in following

sections.
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3.1.3 Device Drivers

The main functionality for the device driver wasdbtain the hardware specific data such as the
Received Signal Strength Indicator (RSSI). Madwi@l driver was used as the wireless driver in our
monitoring stations. Madwifi [7] is an open soungeject to support a Linux kernel driver for
Wireless LAN chipsets from the Atheros [8]. Therere multiple versions of the Madwifi drivers in
presence such as Madwifi.stripped, Madwifi-old afedwifi-ng.

Madwifi.stripped was a fork of the Madwifi-old, wdfi was modified to support special
functionality with the Click Modular Router. Howew all the Madwifi.stripped functionalities were
incorporated into the Madwifi-old driver and Madiadld provided advanced functionality and
stability compared to the Madwifi.stripped versiadadwifi-ng was the latest driver for the Madwifi.
Unfortunately, Madwifi-ng was very unstable in @nt 2.4 Kernel environment of the router. As a
result, we decided to use the Madwifi-old versioecduse it was stable and supported all the

necessary functionality for Click Modular Softwave used.
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3.1.4 Click Modular Router

Click [9] is modular software router written in C+<€lick routers are flexible, configurable andyas
to understand. A Click router consists of an icwanected collection of modules calldéments;
elements control every aspect of the router's biehafrom communicating with devices to packet
modification to queuing, dropping policies and peEckcheduling. One can easily construct a
software router by writing configuration script, iwh glues elements together. We chose to use the
Click Modular Router because of its easy exterigjbil

To implement our monitoring software, we have rfiedi the PrintWifi element. PrintWifi
extracts the Received Signal Strength IndicatorSIiRSransmission rate, sender's MAC address and
packet size from the incoming packet, then theectdld information is sent to the data aggregator fo
the management of the data. For the configurdtienwe have developed a very simple software
router withPrintWifi element. One can easily develop a new elementdddt to the configuration

file to have extra functionality.

3.1.5 Data Aggregator

Data Aggregator is responsible for the managemfethieocollected data information. Using the basic
single linked list data structure, we have sorterireceived packet information based on the semder’
MAC address and transmission rate. Upon the receipeach sender's MAC address and
transmission rate, we recorded the mean of the R6&I number of the packet sent, total size of

packet in bytes.

3.1.6 Client Program

Client program was responsible for sending the eggjed data to the central database. We have
decided to use the existing wireless networkingheation rather than the Ethernet connection for the
easy installation and deployment. Frequent upttatbe database can cause significant interference
with the existing wireless network. As a resule have decided to send the collected data to the
central base on one-minute intervals. Our simpntcprogram was developed with the Berkeley
Socket API using C.

3.1.7 Installation to Router

Because of the unique booting sequence and thereliff hardware specification of the router, we

need to perform several steps to install our dgeglcoftware into the router.
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1.

Install SSH Daemon: Because router does not haveugput device such as monitor, we
have installed a remote shell (sshd) to the rouRwoofnet project have already provided an
image of roofnet with sshd which enabled easy llagtan of the sshd. Using the web
interface which was provided from the original fimare, we updated router’s flash image
with the image of roofnet. With the help of thadswe were able to login to the router via
ssh.

Cross Compile Software: All the developed programmed to be cross-compiled in order to
run on the router because of the different hardvsgeification. We have used hndtools-
mipsel gcc 3.2.3 toolchain with the original firmmeasource code from Netgear to compile
our software. This toolchain is identical to td@m that was used in the roofnet project.
Make Permanent Change to Flash: The WGT634U’ssfikiem operates out of a ramdisk,
so any changes made to the filesystem will notigteasross reboots. To make a permanent
change, we need to mount the flash and updateatsie With our developed software.

a. mount /dev/imtdblock3 /mnt will mount the flash memory.

b. In /mnt there will be a lot .Irp files which are .tar.gechives. These files will be
extracted td on ramdisk at boot, before any of the init scapt run. /mnt/lrfkg.cfg
contains the list of .Irp files which will be exttad during the boot up stage

c. We have created a new roofnet.Irp file to contdirofiour necessary software and
edited the init script to run our required softwatering boot up. Since the
roofnet.Irp was already listed ifmnt/Irfkg.cfg we did not modify themnt/Irfkg.cfg
file.

d. Using the scp protocokoofnet.Irp was transported to mounted flash directory to

update the flash memory.

3.2 Database

3.2.1 Requirements

There were many possible solutions to the problémeal time storage and retrieval of the radio

signal propagation data. The requirements forsolurtion were:

Be able to efficiently store signal data from themtor stations in real time and process data

gueries from users simultaneously.

18



» The database components must be flexible enoughhab each component can be
interchanged easily should new techniques or tdogies be discovered.

* Simple to implement.

* The database must be free so we must use an opece dibraries or develop our own

libraries.

3.2.2 Message format

We required a flexible message to facilitate thenwnication between our database and the
monitoring stations. While we could have used stam messages format to save on bandwidth, we
decided to use the XML based SOAP [10] messagedioion the messages between the database and
the monitoring stations. This was because, XMLebh&8OAP messages are human readable and easy
to debug. In addition, an open format based on Xflaws clients created by other people to easily
interoperate with either our database or our manigostations’ software. By making our message
format to be as flexible as possible, we were ablmaintain modularity in both our database and

monitoring stations.

3.2.3 Front end server

The front end server was the gateway to the dagabéts function was to translate the data inputs
from the monitoring stations into SQL statementsifigertion into the database. As such, it must be
reliable enough to handle simultaneous connectivosy multiple monitoring stations and be
efficient enough to translate their data input® i®QL statements in real time. We could have
modified the server built into most databases tadl@the translation, but due to our unfamiliarity
with the database server design, we decided ragppooach this route. The other option would be to
modify existing servers or create our own servehandle the translation of the monitor station
inputs.

We decided modify a stable and open source weleseBOA [11], because we require a
reliable system that can handle a relatively langenber of transactions in a stable manner. By
building from a stable base, we be assured thatgldebugging, most of the errors will not be ie th
low level TCP connection handling but rather in thigh levels of XML parsing and database
interaction.

BOA was a relatively simple and efficient web servet was written in C for speed and

memory efficiency, so all our modifications to therver must also be in C. This presents a new set
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of challenges since now we need to worry about nmgratlocation and management, and pointer
manipulation. However, we believe it was worth &xtra debugging effort as the final system was
extremely stable as it had not crashed after moothssage and more importantly consumed very
little system resources.

Since the monitor stations’ messages were in SOAML format, we added a XML parser
to the BOA server in order to translate the mongtations’ data into SQL statements. Due the
dominance of JAVA in the SOAP / XML web servicesrdon, it was rather difficult to find a stable
and open source XML parser written in C. We deatitteuse the open source XML parser, EXPAT
[12] to parse the monitor stations’ messages. SMBKPAT does not have as much features as most
JAVA based XML parsers, it is sufficient to handhe simple XML messages from the monitor
stations.

Finally, the parsed XML messages are passed tmwar module where the messages are
converted to SQL statements and passed onto tiabats via the database’s API. We wrote this

module ourselves in order to maintain the maximlaxilbility in our database design.

3.2.4 Database structure

Since the database itself did not directly handbaitoring stations’ data input, there was not agimu
pressure to keep the database as efficient asbpmdsut rather we emphasized on the flexibility to
accommodate the various database designs we wented There are many open source and full
featured databases to choose from and we choos@ GRESSQL [13] as it is the database that we
were most familiar with.

There were three tables in our database: nodés, dlanp and location. The nodes table
stored each source and destination MAC addreskeofvireless traffic detected by the monitoring
stations. The data_dump table stored the indiViluainute aggregates of the wireless traffic data
from the monitoring stations. The location taldearded the locations of the identified nodes ssch
access points and monitoring stations.

The main goal behind this database design wasaditithte the time and spatial nature of
most queries that we needed to generate a realsignal map. Most of the time, we just want to
know what are the traffic conditions at all locato Since wireless transmissions at different sime
do not interfere with each other, we do not needccdaelate the data across measuring times.
However, different transmitters can interfere wilich other’s transmissions, so we need to how

these transmissions are propagated. By indexiagrdffic data by their location where they are
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overheard, we constructed a web of interferenceutfit comparing the transmission sources

overheard at each monitoring station.

3.3 Graphical Network Visualization

The main goal of the graphical network visualizatiwas to present to the wireless network
administrator a global view of the combined sigealVironment data gathered from individual
monitoring stations. By unifying the signal envirbent data from multiple monitoring stations, we
can present a relatively complete picture of tigaal environment at the deployment site in reaétim
This way, a wireless network administrator may sperids or problems with the wireless network at
one glance, rather than relying on offline proaagsif the collected data.

We chose to use the JAVA graphics 2D animatiohkitdo visualize the signal environment
in our network due to the extensive tutorials omration with JAVA available online [14]. While
JAVA animation does require more CPU resourceauty its simplicity and flexibility more than
make up this flaw with a relatively fast developméme. Since JAVA animation applets is also
platform independent, our network visualization dorun equally well on Linux and Windows

based systems.

3.3.1 Localization

While the monitoring stations can tell us many iiesting information about the interference in the
wireless environment at their locations, they carmt@ermine the source of the interference. There
are many algorithms that can be used to deterrhmotation of a particular transmitter [15] [16].
Since localization was not the main focus of owsth, we simply chose an easy to implement and
relatively accurate localization algorithm calleattern matching in order to localize the sourcéhef
interference.

The basic localization algorithm contains two patrigining and localization. In the training
phase, we used a laptop to transmit to an accessfpam various locations in the deployment site.
At the same time, we set the monitoring stationsetmrd our laptop’s RSSI values. By correlating
the set of RSSI values recorded by each monit@tagon and the laptop’s transmission location, we
were able to create a map of RSSI patterns at é&sgdtion. In the localization phase, the
transmitter’'s RSSI pattern recorded by the monigpstations was then compared against this map
and the location of the RSSI pattern with the ldwdiference was returned as the possible location

of the transmitter.
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3.3.2 Network visualization
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Figure 3.3 Screenshot of the Network VisualizatioApplet

The network visualization’s goal was to give theeldss network administrator a real time view on
the difference in propagation of wireless signaisai deployment. We can estimate the signal
propagation and loss of each packet by lookinghatloss of the received signal strength of the
packets at each monitoring station. So for exanmpke transmission originating at the 100 corridor
arrives at monitoring station 1 at 30 dbm and anhitooing station 2 at 20 dbm, we can estimate the
loss between monitoring station 1 and 2 at 10 dimtr&nsmissions originating at 100 corridor.

First the visualization presented to the user arfldan of the deployment. The colored dots
with the label AP represented the access pointbatrfloor and the dots with label MS represent the
monitoring stations. Please note that each mangatation was a different color. The boxes i@ th
visualization represented the transmitter sounceldt floor. You can think of the boxes and cetbr
dots as the transmission sources of various patatsare overheard at various monitoring stations.
Next to these boxes and dots were numbers of \v&dolors. The number represented the received
signal strength of the packets overheard at thewsimonitoring stations and the color of the numbe
correlate to the specific monitoring station the¢rheard the packet. So if a box in the 100 corrid
had three numbers associated with it, it meanarestnission originating at that box’s location were
overheard at three monitoring stations.
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3.3.3 Utilization visualization
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Figure 3.4 Screenshot of the Utilization visualizabn applet

The utilization visualization’s goal was to giveetivireless network administrator an idea on network
utilization at the locations around each monitorstation. Network utilization was the percentage o
the time that the monitored channel was busy aagrpiackets. Since at any single location, a single
channel can only support one transmission at a, tareas of high network utilization means clients
will need to contend harder for an open transmisslot and transmissions will have a higher rate of
collisions at those areas.

Channel utilization at each minute was calculdtgdumming the times required to transmit
all the packets each monitor station overhearhahmminute. The time require to transmit a packet

the size of the packet divided by the transmissita that packet is transmitted at.
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3.3.4 Hidden terminal and exposed terminal visualiz  ation

ASE1 | 45715 BASE2 53688 START HIDDEN TERM ?AUSE REWIND O SET TIME - [ — F—
1301 ws L) L
Lw. B ™ Il I
o A &
: y ! — Y N
Tl Al al ' el N 'R ri] sl I -
_ : D - : :
N | N A RN [P @LULW % g = b
{ = L J a7 S
~ mans
e
L il g s e/ 5 A A A A AN Be Al A gy I, S, oy N,
G |
|/ T %) LA N 19| 1P TN 7 | N} I LA NI
e - ¥ il
o B NIMS a - s sots w2 - oz B B8 owa
- 4, 1F 1F 1r 1F s — 3l —————» f——

Figure 3.5 Screenshot of the Hidden terminal visuaation applet

Two of the problems that a wireless network adniaisr must solve are finding the locations and
prevalence of hidden terminals and exposed tersin&lidden terminals are nodes that are out of
transmission range of other nodes. Suppose twesttat are hidden relative to each other are
communicating with the same access point, theirstrassions could potentially arrive at the access
point at the same time and interfere with eachrilsgnals. Depending on the strength of theaign
that arrives at the access point, either one dr hotles’ transmission will not be received corsectl
by the access point. Exposed terminals are nddg¢ste within transmission range of each other but
the access points that they are communicatingavétout of transmission range with the access point
that the other node is communicating with. So tégcally, both nodes should be able to
simultaneously transmit interference free to tlssociated access points, but because both nades ar
within transmission range of each other, they aa&ble to transmit simultaneously to their respectiv
access points.

Because we did not install the monitoring softwamethe access points and clients, we were
unable to determine exactly which nodes were hiddegxposed. However, we could find potential
hidden and exposed terminals by assuming the chaanditions experienced by monitoring stations

close to access points to be channel conditiortheaticcess points, and by assuming the channel
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conditions experienced by monitoring stations heptocations to be channel conditions experienced
by clients at those locations. So to determineemitdl hidden terminals, we set one monitoring
station to the “access point” and two other moimigprstations to be the “clients”. Then a terminal
was determined to be a potential hidden terminamits transmissions were heard by only one of
the “clients” and by the “access point”. So trarssions from these potential hidden nodes could
potentially interfere with each other at the acqasiat. Potential exposed terminals were deterthine
by finding the terminals that are heard by theéili but associated to the “access point”. These
nodes were exposed relative to the “access poetalise while they are transmitting, other clients
associated with the access point would believe dhannel was busy but when in fact the
transmissions by these potential exposed nodesiwmer arrive at the access point.

The visualization layouts for hidden terminal aexposed terminal were similar to the
previous two visualizations. However the changesewthat there are four additional buttons that
allows one to select the “access point” monitosit@tion, and two “client” monitoring stations, and

starting the hidden or exposed terminal detection.

3.4 Analysis Tools

3.4.1 Problems during analysis

We have analyzed various views of the wirelessadignvironment. While it was easy to analyze
and graph the global views of the environment, asvproblematic to analyze the local, per source
view of the signal environment due to the large hanof different sources. As a result, we have
developed a MATLAB program which will plot the easburce’s individual signal environment

automatically. In addition, the MATLAB program mided an easy way to plot different parameter

with very small modification of the program.

3.4.2 Usage of Analysis Tools

The analysis tool consisted of two parts. Thd fieat was the simple parser program which received
an input of the global result of the data and oufpr source based data. The second part used per
source based data and generated the graph foseante.
1. Parser: For the simple parser, we have developsithple java program. The program
required the input of the global data with the daling format (time, monitoring station ID,
source ID, parameters separated by the commaltileeprogram will output to the file with

the filename of monitoring station ID_source IDor flexample the monitoring station 1D with
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1308 and source ID with 253253 will produce fildd83253253 which contains all the signal
information that was collected in monitoring statia 1308 from source of 253253.

Graph Utility: The graph utility was developed ngithe MATLAB program. MATLAB
program will prompt to enter the directory whichntains all the output from the Parser
program and the two parameters that will be plottaéter successful input the program will

generate a graph each source.
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Chapter 4

Experimental Results

4.1 Experiment setup
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Figure 4.1 Deployment of the monitoring stations (M) and locations of access points (AP) on

Wean 8" floor

Monitoring Stations | Room Numbers
MS1 8202
MS2 8206
MS3 8203
MS4 8104
MS5 8018
MS6 8113
MS7 8117
MS8 8303
MS9 8123

Table 4.1 Location of the monitor stations
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We decided to deploy our monitoring system in tHeflBor of Wean Hall at Carnegie Mellon
University. The exact placements of the nine nmitig stations are shown on Figure 4.1. This
figure also contains the IDs (MS1 through MS 9)tleése nine monitoring stations. When we
mention monitoring stations MS 1 through MS9 foe tiest of this thesis, please refer back to this
figure.

Wean Hall is 8 stories high and was constructat wiainly steel and concrete. The walls
between offices were also constructed of concredd. of the outer offices contained one large
window, while the inner offices were surroundedcbycrete walls on all four sides. We have placed
two monitoring stations in the inner offices anih The outer offices with windows.

The monitoring stations that we used are describeskection 3.1. The channels that each
monitoring station monitors are shown on Figure 4Elach monitoring station was placed between
waist and eye level to simulate the location ofepttl clients in the area and were free of obvious
obstructions that could interfere with its receptioAfter initial setup, the monitoring stations rere
allowed to run non stop, except for occasional teamiance or configuration change, and a regular
reboot at 4 AM everyday. There were also 6 acpe#sts in Wean 8 floor. The channels they
transmitted at are also shown on Figure 4.1.

The monitoring stations are configured to trandtaigathered data to a server in Wean hall
using the wireless network itself. While this adatiitional interference and load to the wireless
network, they more than made up this deficiencyhwiie easiness of deployment and configuration

as we could put them anywhere with a power outlet.
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4.2 Analysis

4.2.1 Usage distribution of transmission rates

Distribution of TX rate usage vs Time
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Figure 4.2 Distribution of TX rate vs. time of dayfrom April, 22, 2006

Since all monitoring stations are configured téelisin G mode, they should be able to hear packets
with transmission rates of up to 54 Mb/s. Figur2 ghows the distribution of the transmission rate
on an hourly basis. The most popular transmissates were 11 Mb/s, 2 Mb/s and 1 Mb/s. Figure
4.2 also shows us that while 54 Mb/s rate was abhl to users, most of the traffic was still
concentrated at legacy 11 Mb/s and 2 Mb/s ratéss dould be due to most wireless cards were still
using B mode.

In Figure 4.2, we see stable workloads in trandonssate 1 Mb/s and 2 Mb/s. Most of the
control packets such as beacons, probe request/CHBSpackets were broadcasted in lowest
transmission rate. As a result, we saw very steaoikload in transmission rate of 1Mb/s and 2
Mb/s.
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4.2.2 Window Office VS Inner Offices

Difference between Difference between
MS1 MS2 MS1 and MS2 MS6 MS7 MS6 and MS7

Average Number
of Sources 114.45 | 41.37 73.08 | 65.58 | 28.12 37.46

Table 4.2 Average number of terminals detected atiffierent monitoring stations

Difference between Difference between
MS1 MS2 MS1 and MS2 MS6 MS7 MS6 and MS7
Percentage of
1 Mb/s and
2Mb/s packets 39.43 | 24.87 1456 | 50.18 | 33.38 16.8

Table 4.3 Percentage of low bit rate packets at dédrent monitoring stations

The monitoring station had collected very differglsita depending on how close the monitoring
station is to the window. The MS1 was located nitBOcm from the window while the MS2 was
located about 2m from the window. The relativeatise from the window to the locations of MS1
and MS2 was relatively close, so most of the pathat was received by the MS1 should have
reached the MS2 as well. MS1 and MS2 should hatected a similar number of terminals.
However, the collected data showed a different viewS1 detected much more number of sources
than MS2. We have analyzed the mean of the averagper of the detected source for each of the
MS1 and MS2 for the five days. The result is digpd in Table 4.2. MS1 have detected about 73
more terminals than MS2. It seemed that the M$gived and decoded the packet that was coming
though the window while MS2 didn’t. It was highlikely that the packets that came through the
window could only be received and decoded by thgosts which were very close to the window.

The packets which were coming though the windosesreed to have very low transmission
rate. The low transmission rate has a higherteasie to interference by having more redundancy in
encoding pattern. The packet that came thoughlvithéow must go through two barriers, one when
exiting from other floor or building and other owéien entering the different floor or building. ®u
these packets needed to be highly resistance tmtéréerence in order for the monitoring station t
decode it property. To validate our assumption,hage analyzed average percentage of packets
which are sent at 1 Mb/s and 2 Mb/s for five dasigte The result was displayed in Table 4.3. The
MS1 had about 40% and MS2 had about 25% with diffee of 14.56% which was significant.
Also, we have analyzed the MS6 and MS7 which amgrimlar configuration as MS1 and MS2. The
analysis from MS6 and MS7 also showed the diffezasfcabout 37 in number of detected source and

difference of about 16% in percentage of 1 Mb/s 2u\b/s packets.
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4.2.3 Workload pattern

Workload of Monitoring Station vs Time
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Figure 4.3 Workload data from April, 22, 2006

The Figure 4.3 displays workload of several moiniprstation throughout the day. We carefully
selected monitoring stations to cover the moshefdrea. Even though the monitoring stations are
located in different area, they seemed to haveairpattern.

The workload was very low from midnight to 8:00 aren the most of the offices are empty
and idle. Within this period, most of the mobil@eless devices have exited the wireless network.
The most of workload comes from control packetsciwhare broadcasted by the stationary wireless
devices, such as access points. From 8:00am Wi, we saw an increase in workload. As
people came into the building with mobile wirelefsices and started to use those devices, extra
workload in networks was created. During daytiftem 12:00 pm to 9:00 pm, the workload
reached its high points. This period was the nagsive period during day with most of people in
their offices. Then the workload starts to drognir9:00 pm as people started leaving their offices
with their mobile wireless devices.

The MS1 seemed to have a very large workload coenparother existing monitoring
stations. The reason is that MS1 was very closkgavindows and sees much more wireless devices

as mentioned in section 4.2.2.
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4.2.4 Utilization of Monitoring Station

Utilization of Monitoring Station vs Time
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Figure 4.4 Channel utilization data is from April 22, 2006

The utilization of a monitoring system is calcutht®y following equation:

e All PackeReceivedtRatex . . .
Utilization= Z wherexisall possibldransmissinrates

~ TransmisdnRatexx Durationof Observatia Time

Equation 4.1

Utilization indicates percentage of time that theeless medium is active around the monitoring
station environment. The two important factorscaiculating the utilization is the amount of the
packet that was received and the transmissionatatéhich the packets were sent. During the high
workload period, the utilization seemed to increalightly. However, we did not see a clear
distinction during high workload and low workloadrwd. The reason why the utilization difference

was very small can be found from the transmissates: Utilization had an inverse relationship with
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transmission rates. From Figure 4.2, we can ¢leset that most of the workload increases came
from 11 Mb/s packets. Thus, even though the wadklincreased significantly, the utilization
increase remained small due to the relatively ighsmission rate of 11 Mb/s.

MS1, which was located very close to window, reediarge amount of low transmission
rate packets compare to other inner located mongatations as we described in section 4.2.2a As
result, the MS1 showed high utilization average para to other monitoring stations. Surprisingly,
MS1 showed a higher utilization in low workload iperunlike other monitoring stations. This was
possible because of the increase in low transnmssite packets during low workload period. During
low workload period, the MS1 was able to receivd decode more low transmission rate packets
which came though the window due to less interfegan environment. As a result, MS1 had higher

utilization in low workload period.

4.2.5 Signal environment at individual monitoring s tations

RSSI of Source : Wireless Client
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Figure 4.5 Displayed data was collected on March 22006

While previous section focused on global patterntti# wireless environment, it is also very
important to analyze how an individual wireless idevbehaves in the wireless environment. To
investigate the individual activity, we have plottéhe source based RSSI using an automated
MATLAB program.

It was very difficult to characterize specific ahs for the individual wireless device

because of large number of the short lived devidscause we did not have enough data on short
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lived individuals to see patterns, we focused atividuals which had a long history of activities.
One interesting pattern we found was the fluctuatibRSSI during high workload period in some of
the clients.

Figure 4.5 displays one of the wireless client’'sSR®ith fluctuation in high workload
period. The circled area in Figure 4.5 correspawodsigh utilization and high workload period in
Figure 4.3 and Figure 4.4. Congestion resultetchfrogh workload can cause RSSI fluctuation in
wireless network by creating more interference. vaibdate if there was any relationship between
RSSI fluctuations with workload, we have analyzed variance of one specific source in different
time period. We have used the source that wastasgéph Figure 4.5. The data result is displayed
in Table 4.4.

MS1 MS2 MS3

Oam- | 10am- | 6:30pm- [ Oam- | 10am- | 6:30pm- | Oam- | 10am- | 6:30pm-

10am | 6:30pm | Oam 10am | 6:30pm | 0 am 10am | 6:30pm | Oam
Day 1 0.49 2.44 1.87 | 0.76 3.01 419 | 0.57 2.87 1.23
Day2 | 0.99 2.26 1.89 ( 0.80 4.47 356 | 0.45 4.88 2.07
Day 3 1.14 4.83 155 1.12 2.32 172 2.37 3.59 2.43
Day 4 1.39 3.40 171 1.27 5.39 0.88 | 1.07 4.51 2.00
Day 5 3.34 2.45 1.60 | 1.16 2.12 0.58 | 3.43 2.31 1.86
Day 6 0.82 2.12 0.89 | 0.29 0.86 0.45 | 0.57 1.52 0.85
Avg 1.36 2.92 1.58 | 0.90 3.03 190| 141 3.28 1.74

Table 4.4 Variance in RSSI during different time peiods of one specific source

In all monitoring station, the RSSI variance reactg highest value during 10am to 6:30pm
period except Day 5. Also, the average varianc®&®$I in this period was almost double of the
variance in other periods. These results implyt tis specific client experienced the RSSI
fluctuation continuously on high workload periotowever, if high workload actually caused this
fluctuation, other wireless devices present shdwatde experienced the fluctuation in RSSI as well.
To validate our assumption, we have calculated/éinence of RSSI of all sources for 6 days in three

different time durations as well. The resultssttewn in Table 4.5.
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Midnight=10 am | 10 am — 6:30 pm 6:30 pm — Midnight
Low workload High workload Middle workload
Day 1 1.09639292 2.965807111 2.701974414
Day 2 0.50137857 0.536210981 0.459565255
Day 3 1.307616281 10.2084206 2.398461648
Day 4 4.04990127 6.081151032 0.475076917
Day 5 0.487673156 0.284420617 0.246989772
Day 6 0.491255362 7.14644341 0.41531664
Average 1.322369593 4.537075625 1.116230774

Table 4.5 Variance in RSSI during different time peiods of multiple sources

Except Day 5, we saw the most variance in RSSiéet 10 am to 6:30pm, which indicated
that RSSI fluctuated greatly during this period foajority of sources. Also, the variance between
Midnight and 10am and between 6:30pm and Midnigitestow, mostly under 2.5. It indicated that
most of clients during high workload period expeced greater fluctuation in RSSI, which supports

our assumption.

4.2.6 Distribution of channel utilization

Next we tried to use the channel utilization apptetdetermine the location of any hot spots of
activity in the wireless deployment. If there waanay offer some clues on the locations of future

access points.
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Figure 4.6 Screenshot of the channel utilization sualization applet
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As Figure 4.6 shows, areas around MS1 and MS6 tedhigghest channel utilization of 7%
and 9% respectively. As mentioned in section 4.th@re is a correlation between window offices
and high channel usage. In addition to the ine@asimber of terminals observed by monitoring
stations in window offices, window monitoring stats also observe much higher channel utilization
than non window offices. This effect can be segtthle 9% channel utilization in MS6 VS the 3.4%
channel utilization in MS3. One also observed fithis figure that while MS 7 and MS 9 were also
in window offices, their channel utilization of 47and 6.6% was much lower than the channel
utilization observed by MS 6. This is because #/hibth MS 7 and MS 9 were in window offices,
these monitoring stations were placed about 2 nee®rs away from the window, while MS 1 and

MS 6 were placed within 1 meter of the window.

4.2.7 Channel mapping

One of the goals of the network visualization applas to provide an integrated view of the signal
environment from multiple monitoring stations te thetwork administrator. Figure 4.7 showed one
view of this with how strongly was a transmissieceived at each monitoring stations. In the figure
both monitoring stations and access points werestheces. Next to each source was a list of the

RSSI received at each different monitoring station.
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Figure 4.7 Screenshot of the network visualizatioapplet
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As you can see, the signal attenuates very diffreven in areas that were relatively close
to each other. For example, let's look at the segmint AP 2 in Figure 4.7. Its signal was reediv
at 23 dBm at MS3 and 14.5 dBm at MS2. While MS2 wlaser to the highlighted access point than
MS3, the RSSI at MS2 was greater by 9 dBm. Thidioned that there was no strong relationship
between RSSI and distance.

The other result that can be gleaned from thigréigs that even in relatively small areas, the
RSSI varies greatly. For example, in Figure 44 signal from AP 1 was received at 38 dBm at
MS2, 57 dBm at MS 1 and 44 dBm at MS 3. While M35 2 and MS 3 were all about the same
distance to AP 1 and were very close to AP 1, goeived signal strength differs by as much as 10
dBm. Because of the variation seen even in r@htigmall areas, we may need to deploy the

monitoring stations more densely to capture thigatian.

4.2.8 Hidden terminals

Wireless networks rely on Carrier Sense Multipleedss with Collision Avoidance (CSMA/CA) to
control access to the communication channel. Quthe start of every data transmission, the
transmitter will first sense if there are any jagnals from another transmitter. If there is, ill wait

for a random amount of time and try again. If ésrno jam signals, it will transmit a jam sigaald
then a data frame.

Hidden terminals are transmitters that are outaofier sense range from each other, but are
trying to transmit to a single receiver, usually @atess point. So while they cannot sense any
jamming signal in the channel before they stamdnaission, their transmissions may arrive at the
same time at the access point. If their signadsséitong enough, one or both of their transmissions
may not be decoded correctly by the access point.

Since our monitoring software does not run on tlets and access points, we are unable to
detect exact collisions at the access points. Kewsve can find potential hidden terminals by
assuming clients and access points close to a anatétion will have the same carrier sense rasge a
the monitor station. Figure 4.8 illustrates oupraach to finding potential hidden terminals. The
three circles represent the carrier sense rangfged monitoring stations. We first substitutedatvh
MS1 sees in the network for what the access pointldvsee because MS1 was located close to the
access point. Next we assumed all terminals witha carrier sense range of MS2 to share the
network view of MS2, and all terminals within tharger sense range of MS3 to share the network

view of MS 3. This means we assumed the termiwilsn the carrier sense range of a monitoring
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station share the same carrier sense range dfighenbnitoring station. With this in mind, poteti
hidden terminals are transmitters associated wighseme access point, but are out of carrier sense

range of each other.

Key

O Access Point (Receiver)
@ Monitor station

Potential hidden terminals
(Transmitters with MS2's carrief
sense range and associated with
AP 1)

Potential hidden terminals
(Transmitters with MS3's carriel
sense range and associated with
AP 1)

Tefrinals in M . .
carrier sensg © Non hidden terminals

Figure 4.8 Definition of hidden terminals

In addition to being out of carrier sense rangeerminal was only considered hidden if its
signal strength was high enough to disrupt comnaiitio at the access point. However since we do
not know what at RSSI will the communication beruliged, we have tabulated the average ratio of
hidden terminals to non hidden terminals at variBR&SI ratio thresholds at Table 4.6. RSSI ratio is
the ratio of RSSI of potential hidden terminal samssions to the RSSI of non hidden terminal

transmissions.

Ratio of hidden terminals to non hidden terminals

RSSI Ratio
Threshold 0.4 0.5 0.6 0.7
0.122575 0.105565 0.089725 0.073991

Table 4.6 Ratio of hidden terminals to non-hiddendrminals at MS2 and MS3

So if we assume a RSSI ratio of 0.4 will cauaegmission decoding errors, then on average,
12% of the terminals were hidden. If we set thghhr ratio for transmission decoding errors at 0.7,
then on average 7% of the terminals were hiddeihis $hows that while MS 2 and MS 3 are
relatively close to MS 1, at least 7% of the teragrdetected by MS 1 were potentially hidden from
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each other. While this number may seem very highhfdden nodes, please keep in mind that these
were only potential hidden terminals.

Next we decided to look at terminals that arehfeirtaway from each other and from the
access point so see if there are more hidden tatsnétt longer distances. We decided to look at MS2
and MS4 because both monitoring station were rsihitoring in channel 1 and were relatively far
from each other. The results were tabulated in€rdb/ Ratio of hidden terminals to non-hidden
terminals at MS2 and MS4. As you can see, on geesd least 15% of terminals were potentially
hidden from each other compared to the 7% poténtmdiden terminals at a closer distance to the

access point.

Ratio of hidden terminals to non hidden terminals

RSSI Ratio
Threshold 0.4 0.5 0.6 0.7
0.182587 0.170467 0.157604 0.146388

Table 4.7 Ratio of hidden terminals to non-hiddendgrminals at MS2 and MS4

As the distance between terminals increase, itm@e likely that these two terminals will be hidden
relative to each other because it was more likedy twill fall within each other carrier sense range
Since we are substituting the carrier sense rahgéferent monitoring stations as the carrier €ns
range for these terminals, the fact that there avamcrease in the number of hidden nodes detected
when we increased the distance between monitotat@ss was expected.

To determine where these potential hidden termimadse located, we used the hidden
terminal visualization applet. A screenshot of #pplet showed two areas where potential hidden
terminals are commonly located is at Figure 48.the screenshot, one can see there were six dots
labeled AP. These represent the access points.ddts labeled with MS are the monitoring stations.
The boxes in the screenshot represented the lacattithe hidden terminals that were detected using
the algorithm described earlier in this sections @he can see, there were two locations in the 8
floor of Wean were likely to contain potential hadterminals. These two locations are very far
apart from each other, so the fact that they cadatict the transmissions from each other was very
likely. However, the terminals in both of thesedtions were transmitting in channel 1 and theeefor
were connected to one of the two access pointdeldben the screenshot. If they were actually
associated with the access point in the middlen thevas very possible for their transmissions to

interfere with each other.
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Figure 4.9 Screenshot of the hidden terminal visuedation applet

4.2.9 Exposed terminals

Exposed terminals are transmitters that are withmier sense range of each other but their ratipie
are not within carrier sense ranges of each otser.due to carrier sense, exposed terminals cannot
simultaneous transmit to their respective recejvevben in fact they could without causing
interference at the receivers. Figure 4.10 ilatsis this definition, where S1 and S2 are the
transmitters and R1 and R2 are the receivers.n815a are within carrier sense range of each other,
but the receivers R1 and R2 are not.

Exposed Exposed

terminal terminal

Figure 4.10 Definition of exposed terminals
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We have adopted a simplified definition of the esgub terminal. So instead of using two
sources and two receivers to define exposed telsninwe just look at two sources and one receiver,
S1, S2 and R1. If S1 and S2 are within the casgeise range of each other but only S1 transmission
can reach R1, then S2 is an exposed terminal SBcaust be associated with another receiver. If we
assume that terminals within the carrier senseeaiga monitoring station will share the network
view of that monitoring station, and we set MS Jatb as the access point, then terminals outside of
the carrier sense range of MS 1 but within theieagense range of MS 2 will be exposed relative to
the terminals that is within the carrier sense eaafjboth MS 1 and MS 2. This is illustrated with
Figure 4.11. So exposed terminals are transmitt@tsare not associated with AP1 but are withen th
carrier sense range of transmitters that are asdcwith AP1

. . . . Key .
Terminals in O Access Point

1's carriey/Sense (Receiver)

o Monitor station

AP 1

(receiver) © Potential exposed terminal

(Transmitter associated
with other Access Pointg)

Non exposed terminal
(Transmitters associated
with AP1)

Figure 4.11 Definition of potential exposed terminks

We have graphed the ratio of the utilization gb@sed terminals to non exposed terminals in
Figure 4.12 through Figure 4.14. Utilization wadcalated using Equation 4.1 in section 4.2.4. In
Figure 4.12, we graphed the utilization ratio o taxposed nodes to non-exposed nodes at a
monitoring station MS2. Since both MS1 and MS2even the window side and were relatively
close to each other, their network views were w#myilar and therefore, MS2 had very little exposed
terminals relative to MS1. In Figure 4.13, MS3 vilgher away from MS1 and also was located in
the inner offices. So more terminals in MS3 mayfdreenough from the access point in MS1 such
that they would not be affected by transmissionmfritie non-hidden nodes to the access point in

MS1. Therefore, the number of exposed terminaM &8 increased greatly when compared to MS2.

41



MS4 was also located in an inner office but evemthr away from MS 1. This results in a little

increase in the number of exposed terminals whempaoed to MS3. In Figure 4.13 and Figure 4.14,
there were times where the utilization ratio reactlese to 1. This was because at those times ther
was no activity in the non-exposed terminals. rseffect, most of the terminals at those times were
“exposed”. But because at those times there wanelitte non-exposed terminals to be affected by

the exposed terminals, we could safely discaraitiieation ratios at those times.
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Figure 4.12 Utilization ratio of exposed terminalsss. all terminals at MS2
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Figure 4.13 Utilization ratio of exposed terminalsss. all terminals at MS3
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Figure 4.14 Utilization ratio of exposed terminalsss. all terminals at MS4

When compared to the number of hidden termin&ls,iumber of exposed terminals was
greater. For example, if we look at the area adoMi$3, about 8% to 12% of the terminals were
potential hidden terminals, while 34% of the terakinwere potential exposed terminal. This effect
was even more dramatic at the area around MS4 whashfurther away from the access point. The
data showed 14% to 18% of the terminals were pialehidden terminals while about 44% of the
terminals were potential exposed terminals. Thas expected because in an office environment that
was relatively small in area but contains many sg&cgoints, terminals that were connected to
different access points have a very high chandeeifg in the same carrier sense range of each. other
In addition to the small area of the deploymergr¢hwvere many offices with windows where signals
from terminals outside of the wireless network doehter, and could make the terminals inside the

deployment believe the channel was busy when intfaas not.
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Chapter 5

Conclusion

The primary motivation of this thesis was to depetoreal time signal mapping system and use it to
diagnose potential problems in the wireless netwo¥Kith the exception of the implementing a

spatial application to take advantage of our systeenhave achieved all aims outlined in section 1.4

5.1 Achievements

We have developed and deployed a system that m®wdeal time wireless site survey for a wireless
network deployment. Our system have solved thélesiges to deploying a real time wireless site
survey described in the Section 2.3 with a deploymed cheap monitoring stations strategically
placed in the wireless network environment. Thesaitoring stations were made from commodity
wireless routers and controlled open source soétwar

We have also created a set of visualizationsititegrates the local signal maps gathered by
individual monitoring stations into a comprehenssignal map of the wireless network. By unifying
the signal environment data from multiple monitgrstations, we can present a relatively complete
picture of the signal environment at the deploynsatg in real time. This way, a wireless network
administrator may spot trends or problems with Wieeless network at one glance, rather than
relying on offline processing of the collected data

With our system we have also characterized thelegisenetwork here at CMU. First, we
found that while most access points support opegdti G mode, most packets were sent out in B
mode data rates. Second, we discovered that dicign portion of the wireless traffic was made up
of control packets such as beacons, probe reqRdS/CTS packets were broadcasted in lowest
transmission rate. Third, we found that there vagaificantly more interference and traffic atase
near windows. Fourth, we found while the workloadies with the daily patterns of people, the
channel utilization does not. Finally, we haveoalsade an interesting correlation between the
variance of RSSI and the channel workload. Weodised greatly during periods of high activity,
between 10 am to 6:30pm, and remained stable dpdrigds of low activity.

To evaluate the usefulness of our system, we paddra more in depth analysis of the signal

data to determine the prevalence of hidden andsexpterminals in the wireless network.
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5.2 Hindsight and Future Direction

In hindsight, we should have not concentrated sohuaf our time on developing a dynamic power
control spatial application. While we hoped thabamic transmission power control would added to
the Madwifi drivers, we should have not dependedther people to implement this functionality.
We also should have deployed our system on algités more active or on different floors to see th
differences in the signal map at different envirents.

In additional new insights, our thesis also brougt questions. One question would be why
was there such a drastic difference in trafficqratin two different window offices on the sameesid
of the building. Could this really be due to thiéfedence in 1 meter in the placement of the
monitoring station from the window? We would liteanswer this question by more densely deploy
the monitoring stations at this trouble spots. t#eo question would be the reason behind the
apparent high correlation between the variance $IRand network workload. We would like to
perform some controlled experiments to determinetimdr network workload actually affects RSSI.

In addition to answering these interesting questi@mother future step we would like to take
would be developing spatial applications to takeaatige of our real time signal monitoring in the
following areas:

» Configuration: Selecting the least congested access point rétharthe access point with

the strongest signal by querying about the networigestion in a specific area.

» Interference reduction: Reduce interference by querying for the exact ggomeeded to

communicate with an access point or a client.
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