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In a ubiquitous computing environment augmented reality would be an ideal choice for a display for the user. 
An augmented reality display assists users by adding computer generated information to their perception of 
reality, thus making it ideal for ubiquitous computing.  Unfortunately augmented reality is technically difficult 
and costly to implement even when the application is designed for its use from the ground up.  However, many 
of the necessary devices for a low fidelity implementation of augmented reality are readily available in a 
ubiquitous computing environment.  Our research focuses on using Aura, a ubiquitous computing framework, to 
marshal the available devices in the environment.  These devices can then be connected within the framework to 
provide an augmented reality display to the user at the best fidelity possible, given the available resources in a 
user's environment. 
________________________________________________________________________ 
 
 
1.  INTRODUCTION  

In a ubiquitous computing environment ideally a user’s devices should vanish into the 

background. An augmented reality display is traditionally thought of as a head mounted 

display that adds real time computer generated information to the user’s view of reality. 

A more general description of an augmented reality display is that it adds computer 

generated information to the user’s perception of reality through whatever devices are 

available. In this way it is not limited to obtrusive head mounted displays. This makes an 

augmented reality display ideal for a ubiquitous computing environment. 

 With today’s technology designing a program to use an augmented reality display is 

expensive and restrictive. The program would need to be unique to the devices used and 

would need to be built knowing ahead of time the requirements of each device you will 

be working with. Additionally, as devices change or as new ones are released, the 

program would need to be retooled to interface with these new devices. However in a 

ubiquitous computing environment the necessary devices for this type of a display 

method are already available in the environment. In a ubiquitous computing environment, 

in order to provide context aware features, there is generally a device for location 

detection, which is something that can be used by an augmented reality display to 

determine when to update information being given to the user.  Frequently a user is 

carrying a device with a screen, such as a PDA or cell phone; these could also be used to 

provide information to the user. 



 
 

There are many challenges in bringing together an augmented reality display.  Some 

of the questions that arise include: How to design input methods for an augmented reality 

display;  how best to actually display information to the user;  what method to use to 

provide output on a head mounted display; how applications change in such an 

environment; and, what level of detail of contact information is necessary? However the 

problem that we find most intriguing, and that seems to supersede all others is how to 

bring together multiple devices currently in use to establish an augmented reality display.  

Some of these questions have been addressed, in part, by existing research. The 

Tinmith project [1] has designed a wearable computer system for high fidelity augmented 

reality. Their system, while it provides an excellent solution to providing a good 

augmented reality display that is not limited by the environment, is still expensive and 

requires development targeted at their platform. iCrafter, a service framework for 

ubiquitous computing environments [2], addresses some of the problems of how to deal 

with user interfaces in this type of environment using their framework.  

We propose to use Aura [3], a ubiquitous computing framework, to marshal available 

hardware into the best possible augmented reality display.  Aura communicates with 

hardware in the environment and selects from devices and applications available a subset 

that can perform the services necessary to accomplish the user’s tasks.  Thus if we give 

the user a task that requires the use of an augmented reality display we can use Aura to 

bring together the available resources to provide such a display.  

The contributions of this thesis are threefold: We develop a new abstract view of 

augmented reality appropriate for retargeting in heterogeneous pervasive computing 

environments. We demonstrate that Aura can be used to marshal necessary services to 

provide an augmented reality interface.  We identify new capabilities needed in the Aura 

system for the selection of suppliers and for the configuration of tasks to use complex 

service connections.  

In the remainder of this paper we review the topics of Pervasive/Ubiquitous 

Computing, Augmented Reality. We introduce the Aura framework in detail. We then 

discuss the design and implementation of an Augmented Reality interface under Aura. 

Finally, we discuss the consequences of what we found and suggest further work.  

2.  CONTEXT/RELATED WORK 

2.1 Ubiquitous Computing  



 
 

2.1.1 Weiser’s Vision. [4] Ubiquitous or Pervasive Computing is a model for 

computation where the computers have been integrated into everyday life often in a 

transparent way. This vision of computing was introduced in the 1980s by Mark Weiser. 

 Weiser envisioned a future of computing where computers fade into the background. 

His vision included three unique computer interfaces: tabs, pads, and boards. Where tabs 

are effectively post-it notes, pads are sheets of paper, and boards are whiteboard sized. 

The user interacts with the interfaces as they would interact with non-computing devices, 

requiring no unusual or new skill-sets. The devices all work together in a seamless 

manner and fade into the background; thus their ubiquity. 

2.1.2 Applications. The field of ubiquitous computing research topics is very broad so 

there are many different applications. Some well known applications in ubiquitous 

computing are the smart home projects. [5] The applications of RFID tags are often in the 

realm of ubiquitous computing. [6]  

2.2 Augmented Reality 

The concept of augmented reality is that a user’s experience of an environment can be 

augmented with computer generated information. The most commonly discussed form of 

augmented reality is overlaying 3D information using some form of head mounted 

display. In this paper we consider a more general form of augmented reality.  

2.2.1 Applications. Much research has been devoted to very specific applications of 

augmented reality. There is a large body of research on using augmented reality 

visualizations in medicine.  For example, this class of application often uses an 

augmented reality display to add visualizations of sensor data on patients (Ultra sound 3D 

overlays [7] and similar applications [8]).   Another large field of research involves the 

use of augmented reality displays for manufacture and repair. These applications provide 

schematic overlays for technicians (Airplane engine plans [9], building schematics [10], 

and printer maintenance [8]). There are a large number of projects that work on outdoor 

modeling and exploration [10] [11] [12] [13]. 

2.2.2 Implementation. There are many different styles of implementation. The style of 

augmented reality that is most often discussed, where 3D images are overlaid on top of 

regular vision, is implemented using a head mounted display. There are two main 

methods to implement this. In one method a camera is coupled with a closed pair of 

goggles where the overlay is added to the camera images and then displayed on the 

goggle’s lenses. The second method makes use of a semi-transparent head-mounted 

display and the computer generated information is displayed directly on that. [8] 



 
 

Recently several toolkits have been released for the implementation of augmented 

reality applications. Some of the toolkits work with the use of markers. They use visual 

recognition for markers that are placed in and can be recognized in the environment. [14] 

[15] Other solutions use cameras which must be calibrated to the environment. This 

requires programming to establish objects that are in the physical world and then allow 

for the addition of other virtual objects. [16]  The Tinmith project uses orientation and 

location sensors to adjust the overlay which they generate in a variety of ways. [17] 

2.3 Aura [3] 

The Aura ubiquitous computing framework is designed with the idea that the user’s 

attention is the most valuable resource in a system [18]. Since advances in computing 

technology have not changed a user’s ability to pay attention, the framework attempts to 

eliminate extraneous distractions of computer interaction as much as possible.  

Aura is a task-oriented system. It is built around the concept that the user wants to 

accomplish tasks rather than run programs. To accomplish a task a user must employ a 

number of services. A service is something like text editing; this could be provided by 

Emacs, MSWord, or any number of programs. Each service is supplied by a supplier. 

More than one service could be provided by one supplier.  

Fig. 1. Aura Architecture
 

Displayed in Figure 1 is a diagram of the Aura Architecture. Described in the 

continuing sections are
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multiple configurations of services for each task and maintains a feasibility rating for 

each task. It also contains some context awareness control for switching between tasks.  

Prism requests a set of suppliers for a task from the Environment Manager and when 

it returns a list it considers the preferences of the user about what type of suppliers they 

prefer and uses that to choose what set of suppliers to use. Once it has a set of suppliers it 

can set the configuration of the suppliers to the correct settings for the user’s task. [19] 

2.3.2 Environment Manager. The Environment Manager controls and/or selects from 

available suppliers.  Prism requests a set of services for a task from the Environment 

Manager. The Environment Manager considers the available suppliers and then proceeds 

to choose the best available suppliers for the task. It then contacts the suppliers telling 

them to activate and sets up the connections. It keeps track of the status of the suppliers 

and will notify Prism if there are problems with a supplier. [19] 

2.3.3 Supplier. With Aura, a supplier is the front end for a device or application. The 

supplier needs to be able to manage (or manipulate) the settings of the device or 

application for the user and communicates with Prism and the Environment Manager. 

[19] 

 2.3.4 Connections. The connections infrastructure establishes and maintains the 

connections between suppliers, the Environment Manager, and Prism.  There is also a 

specification for connections between suppliers. Suppliers are connected to each other by 

the Environment Manager and manage the connections on their own. [19]  

2.3.5 Aura Operations. So to give an idea of how this works, we will go through the 

operations involved in a user reviewing a video. The user would create a task, review 

video. This task would need a text editor and video player. The user could then set up 

preferences for those services including the video to play and the file to save the review 

to. Then the user would focus the task and Prism would request suppliers for those 

services from the Environment Manager. The Environment Manger would check the 

suppliers in the environment and choose suppliers for the text editor and video player 

services and start these services. The Environment Manager will tell these suppliers to 

start and tell Prism who they are. Prism will send the initial configuration to the suppliers 

and then the user can interact with the suppliers.  

 3.   WHY AURA? 

In a ubiquitous computing environment augmented reality is an amazing tool. It is, 

however, still difficult to marshal the necessary devices, and Aura is, by design, very 

good at this type of support.  In particular; the Environment Manager is very good at 



 
 
selecting the most preferable suppliers in the environment; the concept of suppliers 

meshes very well with assembling an augmented reality display in a heterogeneous 

scenario; and Prism allows the user to specify preferences for one device over another.  

In our design we discuss: How to model an augmented reality display as a collection 

of services; How an augmented reality display can be degraded to different fidelities; The 

reason we focused on thinking through only one type of content to display; and how 

suppliers can be set up to support degrading to different fidelities of augmented reality.  

 4.  DESIGN  

To extend Aura with an augmented reality display we needed to break down the concept 

of an augmented reality display into a set of services.  In the end we decided on breaking 

it down into three classes of services: input services, content services, and output 

services.   

When working on this design, rather than focusing just on implementing augmented 

reality at the highest fidelity, we focused on designing a solution that would allow a best 

attempt augmented reality interface. Thus if the necessary suppliers for high fidelity 

augmented reality are not available then we would employ the best suppliers available to 

deploy the best quality augmented reality possible in the situation, even if it is not ideal. 

Thus if we don’t have sensors that can accurately track head movement to keep an 

overlay aligned, we can instead use a lower fidelity augmented reality display.  

While designing this it became clear to us that to work this through properly we 

needed to focus on a single type of application. We chose to work with path guidance 

because this is one application where it is easy to consider different levels of fidelity. For 

example the highest fidelity level could be done with 3D arrows interwoven with the 

landscape, mid level fidelities could include: compass based navigation, map with a 

marker, or text step–by-step instructions. The lowest fidelity level could be a map with 

the path overlaid or textual instructions from the beginning to the end.  

One of the major challenges was determining how to set up the display components 

such that it was capable of degrading in this fashion. We considered a number of different 

methods for determining this. The method of output selected would depend on what 

output methods are available and what types of input devices will be utilized. One 

possible method was to have a different supplier for each display at each level of 

augmented reality fidelity. This would necessitate a large overhead to support so many 

different fidelities for each class of display. Another possible solution was to have a 

translation supplier, which would be informed of the different types of input suppliers 



 
 
and the output suppliers in use and then would determine the correct type of output. This 

turned out to be unfeasible under the current Aura architecture, as Aura lacks a method 

for a supplier to be informed of the different types of suppliers available.  The method 

that we adopted involved a mix between the two types of suppliers. The design we settled 

on was to have one translation supplier for each type of augmented reality fidelity due to 

limitations in the current design of Aura.  

 

5.  IMPLEMENTATION 

We decided to simulate the suppliers as the effort of assembling programming the actual 

physical devices necessary for augmented reality was beyond the scope of this project. 
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6.  DISCUSSION  

In this section we revisit some of the design decisions that we mentioned in Section 3 in 

more detail and explain our design choices. We also discuss the available alternatives and 

introduce some suggested changes to Aura, which are discussed further in Section 7.  

We were considering the augmented reality interface to be a single composite service, 

which is defined in the Aura Software Architecture specification [19]. This however was 

not actually implemented in the current version of Aura. We worked around this by 

bringing the three classes of services to the top level. The abstraction of the three classes 

or services (input, content, and output) worked very well with Aura as it is currently 

implemented. A different service grouping might have worked better if the composite 

service architecture was working. A possible configuration with that functionality would 

be having all the support services for an augmented reality display bundled into one 

composite service and having the content separate, with hooks for the content to get 

location information.  

A major challenge in the development of our solution was the fact that only a static 

configuration of service could be selected.  The language that Prism uses to request 

suppliers from the Environment Manager could be extended to allow for a more dynamic 

supplier selection where some suppliers are chosen based on the other suppliers available. 

Even a simple language that only allows for “if/ then” clauses would have made service 

selection a useful tool for configuration. A principle design decision in Aura is the 

concept of “Quality of Service” parameters for each supplier. In the Aura design two 

suppliers of the same service that have different quality of service parameters have to be 

completely interchangeable.  What would have been more useful would be to control the 

selection of suppliers via quality of service parameters or by feature set. For example MS 

Word is a text editor, yet it has features in addition to text editing. It provides spell 

checking and formatting as well as text editing. In contrast to this, MS Notepad only has 

text editing. Despite the obvious differences in the available features of each editor, if 

they were both registered as providing a text editor service then Aura would consider 

them the same.  Having some type of feature set in addition to the service type and then 

having the ability to dynamically pick which services or feature sets you want would 

have made the selection of a display generator much easier.  

Another solution that would be useful for this application would be to have a query to 

ask about the other suppliers that are currently in use. Then the display generator could 

use the quality of service information from the other suppliers to choose which type of 



 
 
output to use. This would permit (or support) a much more general service that fits many 

suppliers. The display generation service would then choose what type of display to use 

based on the quality of service of the other suppliers. This would increase the flexibility 

of the service by permitting suppliers to be totally interchangeable. 

In our implementation we assumed that the data was sufficiently rich to be able to 

choose different levels of display. A very interesting question along these lines is what is 

there about a content supplier that could change the type of content it provides based on 

the type of display that will be in use. Currently this would require a huge number of 

additional configurations to be generated. There are a number of ways this could be made 

more convenient. The method of having different display generation services and a 

service selection language that allows for conditional service selection statements would 

allow for such a content supplier to also select that based on the display generation 

service in use. The other solution of the display generation supplier taking in the quality 

of service terms could be that there is a connection available for a supplier to query the 

display generation supplier about what style of display will be used.   

Possible future work could include replacing some of the stubs in our work with real 

applications. For the sensor input a solution like the context information service [20] 

could be used. Replacing the display stub with a real supplier is another option. Looking 

at this from a human-computer interaction standpoint would also be interesting. 

Questions to consider are how the user best provides input to the system and at what 

point is the system more obtrusive than ubiquitous? The challenge of data representation 

between the components and the content is another interesting problem. 

Other future work could include developing a full package of suppliers for different 

fidelity levels. This could be put together with work on the data representation between 

the content and the display to provide an augmented reality tool kit for the development 

of content that would work with an augmented reality interface on Aura. If developing 

augmented reality applications for Aura were easy, then work could also be done to look 

into using Aura task management capabilities and context aware functionality to mix 

tasks, and switch between them. For example a user could be performing one task using 

an augmented reality display and need to receive some notification about another task. 

How best Aura could be used to give the user the notification without interrupting his 

existing task.   

7.  AURA CHANGES  



 
 
In my work with Aura I found a number of features that were either unimplemented or 

underspecified. There were several features that I identified that would allow for 

development of more powerful and flexible applications. There were some problems with 

the Prism user interface lacking some of the necessary capabilities for advanced features. 

Connections between suppliers lacked robustness. The task descriptions language lacked 

power. 

In Prism there was no way to configure a task that needs connections between 

services. There are a couple ways that this could have been represented in the user 

interface. A section could be added to the task description where there is an option to add 

a connection. Then a configuration screen could be displayed for the connection where 

the user could select the components to connect and the details of the type of connection. 

Then back on the task description panel the user could select which configurations would 

use that connection. 

The specification for connections between suppliers is robust but the implementation 

of connections in the existing Aura codebase was incomplete. Currently since there was 

no user interface for the addition of connections there was difficulty configuring the 

connections behind the scenes. This could be solved by a more complete implementation 

of the specification.  

Currently there is no specified protocol for inter-supplier communication. I feel that 

having some specification for the format in which they should send messages between 

components would encourage development of interoperable suppliers. I also feel that 

having some set of defined message classes would be of great value. Specifically a 

standard for requesting details about the other supplier would help the development of 

suppliers designed to communicate. Depending on what type of suppliers are connected 

together the suppliers may want to send very different types of information based on what 

the other suppliers is. Having a standard in place for this either at the supplier level or 

between the suppliers and the Environment Manager would ease the development of such 

suppliers.  

An extension of the task description language is something that would help development 

of the type of application of Aura that I desired. As it stands two suppliers of a service 

must be completely interchangeable though one may be more preferable than the other. 

An extension of the task description language that allowed specification of configurations 

based on the supplier’s quality of service would have made development of an 

application such as mine much easier. Another possible way of implementing this would 



 
 
be to add a new concept. Each supplier of a service would have its quality of service and 

also a feature set. A feature set would be additional features above and beyond those 

indicated by the type of service. So Microsoft Word and Notepad could both be services 

of type “text editor” but Microsoft Word could also have features: formatting, and spell 

checking. This would allow for some applications to have all services of the same type be 

interchangeable. This could then be used to implement a task description language that 

allows logic statements that limit configurations based on the feature set of the suppliers 

available. 

8.  CONCLUSION  

The expense of developing an application explicitly to use an augmented reality interface 

means that the applications are very specific and limited. The Aura framework can be 

used to help, by marshaling the necessary devices to make a best effort attempt at an 

augmented reality interface. The contributions of this thesis are threefold: We presented a 

conceptual breakdown of augmented reality into components suitable for use in a diverse 

ubiquitous computing environment. We showed that Aura is capable of initializing a mix 

of components into a configuration appropriate for an augmented reality display. We 

specified capabilities in the Aura system that currently lack the necessary sophistication 

for development of this style of application. 
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