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1 Introduction 

 

Navigating inside buildings is often a straightforward task for sighted people but can be quite a 

challenging task for the visually impaired. Unless the environment is familiar, the visually 

impaired are generally dependent on others for directions, and thus suffer loss of independence 

and privacy. There have been several approaches to develop indoor blind navigation systems to 

overcome these challenges, such as Barcode detectors [1], RFIDs [2], Wi-Fi and Sensors [3-5]. 

However, in most of these approaches there exist challenges such as high cost of deployment, 

scalability, and lack of user orientation information. In this thesis, we aim to develop a system 

that uses place recognition to address these limitations. The fundamental goal of place 

recognition is to identify a location based on its visual appearance, an example of which is a 

shown in fig 1. This has applications to topological map building, navigation and loop closure in 

a mapping system [6-10] and is often deeply related to the task of image retrieval. This thesis 

seeks to build upon and enhance state-of-the-art place recognition techniques to create a robust 

and portable indoor blind navigation system that will allow the visually impaired to obtain 

directions to their destinations.  

 

The specific research goal of this thesis is: 

To develop and evaluate relevant place recognition algorithms that can be 

combined with an intelligent path planning algorithm on a portable device 

to enable independent navigation for the visually impaired in GPS-denied 

indoor environments. 
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Our approach focuses on separating the problem 

into two parts: mapping and localization. The 

mapping, or training phase, occurs offline and 

consists of building a map of the environment by 

a sighted person taking images that are stored 

for use in the localization phase. In operation, 

the user takes images, for instance, using a smart 

phone, and these images are used to register, or 

localize, the location of the visually impaired 

user in the map. After localization, the system 

will find the shortest path to the named 

destination (e.g. the “cafeteria”), and guide the 

user along the path. A successful navigation system must first ensure that the user has been 

localized effectively. Hence, place recognition is a vital component of indoor blind navigation 

and is the primary focus of this thesis work. The navigation component of this system is a simple 

implementation of a relevant path planning algorithm.  

 

The following sections describe the approach in detail, and demonstrate some experiments and 

the results obtained.  

2 Approach 

As mentioned earlier, the approach is divided into two main phases: mapping and localization. 

In this mapping phase, we use the bag of words approach [9] that has been developed and used 

in many other works. In the localization phase, we build a baseline system that generates a 

similarity vector by comparing the query image with the images in the trained system. In 

addition to the baseline system, we have performed four different validation tests to reject the 

false positives. The rest of this section describes the mapping and localization phase in detail.  

 

2.1 Place Recognition: Mapping Phase 

The training phase is an offline stage and consists of two significant components:  

1. Building a dictionary of visual words based on the images,  

2. Creating a map of the building and tagging the images with its appropriate locations. 

The entire process is graphically illustrated in fig 3. 

 

Building a dictionary of visual words, which is shown as step 3 

in fig 3, involves data collection, feature extraction and 

clustering of the entire set of features based on their similarity. 

For data collection, several images of the testing environment 

are collected to train the model. To train the system with these 

images, we first extract significant features from these images to 

facilitate identification. There are several approaches to perform 

feature extraction such as SIFT, SURF, and MSER [11-13]. We 

use 128-dimensional SIFT (Scale-Invariant Feature Transform) descriptors [11], an example of 

Fig 1: An example of the blind navigation system 

Fig 2: SIFT frames 
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which is shown in fig 2, for feature extraction as these descriptors are invariant to rotation, 

luminosity and scale. Our final step is to use the flat k-means clustering algorithm to cluster 

these features of all the images into k different clusters, and the cluster centers form the 

dictionary of k visual words, where k = {5000, 10,000}.  

 

Our next step is to represent these images in a vector space model using a bag of words 

approach. The first step in this process is to represent each image in terms of the size of their 

features in each cluster. In other words, for each image I in the training data set, a k-sized 

histogram vector is generated; where each element w denotes the number of SIFT features from 

image I present in cluster w. We then apply tf-idf (term frequency – inverse document 

frequency) weighting [16] to these vectors to down-weight the common features in the entire 

dataset and increase the weight of those that are extremely significant. These normalized tf-idf 

vectors for each image form the respective image descriptors.  

 

 
 

In addition to collecting and storing images, we must train the model with the physical map of 

the building. In this stage, the official map of the building is represented as a graph where each 

node corresponds to a location in the map, and an edge between two nodes signifies that they 

are connected in the physical map. Each image in the training data set is then manually tagged 

to its appropriate location in the map.  

At the end of this phase, we have a trained model that consists of various tagged images, and the 

map of the building.  We now proceed to Phase 2 where we use this trained model to test the 

query images for image retrieval as well as image labeling.  

2.2 Place Recognition: Localization Phase 

This testing or localizing phase is an online stage where the visually impaired user will collect an 

image of his/her surrounding, and query the trained model for registration and localization 

against the map. To perform localization, we build upon the baseline system that generates a 

similarity vector indicating how similar the query image is to each image in the trained model. 

Additional verification tests are performed on the top-ranked results, and finally the graph of 

the building is used for labeling the image to a location (localization). 

 

Fig 3: Graphical Representation of Phase 1- Training Phase 
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To develop a baseline system, we first represent the query image as an image descriptor using 

the visual dictionary, similar to the process described in the training phase. Then, we compare 

this query image descriptor with all the image descriptors in the trained model using the cosine 

distance metric,  

           
    
       

   

where Q  is the query descriptor and Ai is a trained image descriptor. This generates a ranking or 

similarity vector that illustrates the similarity of the query image with each image in the trained 

model. The higher the ranking, the closer the image is to the query image. When the results have 

been retrieved, the next step is to tag the query image with the location on the map of the 

building.  To tag the query image, we consider the majority of the location tags of the results 

generated in the previous step. These labels had been manually assigned in the training phase. 

 

However, there are several cases where the ranking vector provides false indications or requires 

refinement. To address this issue, we perform four additional verification tests: 

1. Homography Test [14]:  Although the ranking vector provides a good indication of 

how similar images are, it does not consider the spatial configuration of the SIFT 

features. For example, the matches returned could 

include flipped images as shown in fig 4.  In this 

test, we perform image verification by using the 

RANSAC algorithm on the initial feature 

correspondences between the query image and the 

results obtained from the ranking vector.  We 

extract these correspondences using a feature matching algorithm. Then an optimal 

homography is obtained for the correspondences and the number of inliers are counted. 

The results that are below a certain threshold of inliers are rejected.  

2. Query Expansion Test [15]: This is an image retrieval algorithm where an image is 

queried, and the results are generated. Of these results, the top 2-5 choices are picked, 

and queried recursively as single images. The results are stored, and the most common 

results in the cumulative set of results are chosen as the final output.  

3. Physical Graph Test: In this test, we consider the location tags of all the results 

retrieved, and reject those images with tags that are in the minority. This test helps us to 

verify the tagging process for certain areas of the building that look similar to each other. 

4. Sequential Images Test: This approach helps tackle the problem of tagging common 

areas, such as notice boards, plain walls, etc. In this process, we consider a sequence of 

images instead of just one query image. The user is requested to provide a query image 

as well as 2-3 neighboring images in the physical map. Finally, the system assigns a tag 

to the initial query image based on the tags obtained from the query image and these 

additional images.  

 

In this thesis, we test and analyze these four different approaches independently and in different 

combinations. The system performance on image retrieval and image labeling is evaluated 

inside the Carnegie Mellon University Qatar (CMU-Q) building, and the results are recorded.   

Fig 4: Flipped images of the corridor in CMU-Q 
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2.3 Navigation Advice 

After successful localization, the next task is to direct 

the user to his/her destination. As mentioned earlier, 

the user will be prompted for a destination after 

localization. Once the user enters the destination into 

the system, an intelligent path planning algorithm will 

compute the path from the current location to the 

destination in the physical map. In this work, we use 

the Djikstra’s path algorithm [17] to generate a path 

from the user location to the destination. This path is 

then narrated back to the user as approximate number 

of steps to facilitate navigation. 

3 Experiments & Results 

We have tested our approach in the Carnegie Mellon University Qatar building. We collected a 

total of 1167 indoor images of the first floor to train the system. The total number of features 

extracted was 924,551 and the time taken to create of dictionary of these features was about 1 

hour. The results obtained for different query images are shown in fig 6.  

 
 
      

 
 

 

 
decreasing similarity 

 
Fig 6(i): Ranking Vector Results:  

Top Image: Query Image. Bottom Images: Top 7 images obtained from the ranking vector 

 

 

 
 
 

 
decreasing similarity 

 
Fig 6(ii): Homography Test Results:  

Top Image: Query Image. Bottom Images: Images obtained from the ranking vector and the rejected by the 
homography test 

Query Image 

Query Image 

Fig 5: A graphical representation of CMUQ’s 

first floor 
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Fig 6(iii): Query Expansion Test Results:  

The image with the blue icon is the query image. The box with label ‘A’ contains the initial results obtained after 
querying this image. From the initial results, we pick the top two images – Image #1 and #2, and repeat the query 
process on each to generate their results. The boxes labeled as ‘B’ and ‘C contain the results obtained from querying 

Image #1 and #2 respectively.  The similar colored icons represent identical images retrieved in the process. The 
most common images retrieved after the recursive queries form the final results. 

 

 

Fig 6 (iv): Image Tagging Results:  
This is an example of Image tagging along a path from the Reception Desk to the Academic Resource Centre at 

CMU-Q. The black dots represent the images that are tagged incorrectly. Graph A shows the results obtained by 
testing single images along the path. Graph B demonstrates the improved results upon consideration of two 

neighboring images in the sequence to tag a single image.   
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4 Conclusions 

In this thesis, we present a place recognition based approach to enable the visually impaired to 

navigate independently in indoor environments. The approach is divided into two phases: the 

mapping or training phase, and the localization or testing phase. In the mapping phase, a 

trained model is developed which is trained with the images as well as the map of the building. 

In the localization phase, an image is queried and the trained model is used to obtain its location 

in the map. We accomplish this, we used built a similarity vector by comparing the query image 

to the images trained in the mapping phase. Then, we applied four additional tests – 

homography, query expansion, physical map, and sequential images, to validate the results 

given by the similarity vector. After localization, a simple path planning algorithm computes the 

path to the destination and provides it to the user. This work has been evaluated on the images 

and map of the Carnegie Mellon University Qatar building. The final thesis will include analysis 

to illustrate the performance of image retrieval and image labeling in the localization phase.  
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