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ABSTRACT

CMU's 10X real time system is the HMM-based SPHINX-III
system with a newly developed fast decoder. The fast decoder
uses a subvector clustered version of the acoustic models for
Gaussian computation and a lexical tree search structure. It was
developed in September, 1999, and is currently a first-pass
decoder, capable of generating word lattices. It was designed to
optimize speed, recognition accuracy aswell as memory require-
ments. For the 1999 Hub 4 evaluation task, the system used two
sets of acoustic models - full-bandwidth and narrow-bandwidth.
The acoustic models were 6000 senone, 32 Gaussians per state,
3-state HMM s with no skips permitted across states. The system
used a single 39 dimensional feature stream consisting of cepstra
and cepstral differences. The lattices generated were rescored
using a DAG algorithm. The DAG-rescored hypotheses were
designated as those of the primary system. The contrastive sys-
tem consisted of the output of the first pass Viterbi search, with
no DAG rescoring of lattices. A trigram language model consist-
ing of 57,000 unigrams, 10 million bigrams and 14.9 million tri-
grams was used. No adaptation passes were done. In this paper
we describe the various components of the primary system. The
first-pass word error rate on the 1998 Hub 4 evaluation set was
20.4% with this system. The overall word error rate scored by
NIST for the 1999 Hub 4 eval uation set was 27.6%.

1. Introduction

The 10X spoke of the 1999 Hub 4 Broadcast News evaluation
was aimed at the development of automatic speech recognition
(ASR) systems that can give the best recognition performance at
below 10 times real time on specified state-of-the-art computers.
The task consisted of recognizing a total of 3.08 hours of speech
in less than 30 hours of decoding time. The system was run on a
450-MHz Pentium-I11 processor machine with 256-MB RAM.

In HMM-based ASR systems higher recognition accuracies gen-
erally result from detailed models with alarge number of param-
eters, and by a detailed search of all possible hypotheses during
recognition. Since computation time increases with the number
of parameters in the acoustic models, and also with the number
of hypotheses considered during recognition, the requirement of
high recognition accuracy is usualy at cross purposes with the
regquirement of high recognition speed. The compromise in accu-
racy involved in achieving higher speeds is lower if a large
amount of system memory is available to store intermediate
results during recognition, which can be used to achieve higher
accuracies. However, this places an additional burden on the
computer since the memory used for recognition is now unavail-
able to other processes running concurrently.

The CMU 10X decoder was developed in September 1999. It has
been designed to strike a good compromise between recognition
accuracy, speed, and memory requirements, to give the best pos-
sible hypothesis in a single pass. The CMU 1999 Hub 4 system

was trained keeping the requirements of the decoder in mind.
The acoustic models were trained to have the lowest number of
parameters that could be used without significant loss in accu-
racy. The lexicon was modified to use alower number of phones.
The language model (LM) was aso trained with a relatively
small vocabulary to reduce the search space.

This paper is divided into two sections. In Section 2 we describe
the 10X system used for the evaluation including our results and
observations. In Section 3 we describe the CMU 10X decoder in
detail.

2. System Description of the
CMU 10X Hub 4 1999 system

In this section we describe the various components of the CMU
10X broadcast news transcription system in detail. Specifically,
we look at the following components of the broadcast news tran-
scription system:

» Signal processing, in which appropriate feature vectors are
extracted from the speech waveforms

« Segmentation, in which the broadcast news shows are seg-
mented into manageable segments and non-speech regions
are discarded

» Acoustic models, which are trained keeping the task and
decoding regquirementsin mind

 Language models, which are also trained keeping the task
and decoding requirementsin mind

The following subsections describe each of these components.

2.1. Signal Processing

Cepstral features were computed from the speech waveforms by
a standard agorithm using a log-linear frequency warping func-
tion. 13 Mél frequency cepstra were computed for each window
of 25 ms, with adjacent windows overlapped by 15 ms, resulting
in about 551,000 vectors for Show 1 and 555,000 vectors for
Show 2. Broadband and narrowband analyses were both per-
formed, resulting in two sets of cepstrafor each show. 40 Mel fil-
ters covering the frequency range 150 Hz to 6400 Hz were used
for broadband parametrization. For narrowband parametrization,
31 M filters covering 200 Hz to 3400 Hz were used. Signal pro-
cessing took about 0.03 timesreal time.

2.2. Segmentation

Segmentation was done in four stages. First, the cepstral vectors
for the entire show were classified using a speech/non-speech
classifier. All contiguous segments of 3 seconds or longer that



were marked as non-speech and that had speech/non-speech like-
lihood ratio below a preset threshold were discarded. The distribu-
tions for the two classes were trained using speech and non-
speech segments selected from the 1997 BN training data released
by LDC.

Next, the cepstral vectors were classified using a broadband-nar-
rowband classifier. The likelihood ratio was smoothed by median
filtering with a 3-second window, and &l segments whose
smoothed likelihood ratio lay below a threshold were marked as
narrowband speech. The transition points from broadband to nar-
rowband speech and vice-versa were marked as segmentation
points. These classes were trained using broadband and narrow-
band segments from the 1997 LDC training data.

The cepstral vectors were then classified using a male/female
classifier. All points where the difference in the log-likelihoods of
the classes changed by more than a threshold were marked as seg-
mentation points.

Even after the above three steps, several extremely long segments
remained. These were further segmented using the CM Useg algo-
rithm [9]. All classifiers used a mixture of 32 Gaussians to model
the distribution of a class. The segmentation process took about
0.1timesreal time.

2.3. Acoustic Training and Overall Decoding
Procedure

Acoustic models were built using a subset of the 200 hours of BN
training data distributed by the LDC during 1997 and 1998. In
order to reduce the total training time, different amounts of train-
ing data were used at different stages in the training. For the
broadband models, decision trees for state tying were built using
only 25 hours of training data from the FO and F1 conditions of
the 1997 training data. This is not a recommended procedure in
standard training because the structure of the decision tree
changes with changing noise conditions, and parameters distrib-
uted using data from one recording domain may not be optimal
for data from other recording domains [10]. This was done in our
case because of other time constraints at CMU. The decision trees
were pruned to give 6000 tied statesin all. Models with one Gaus-
Sian per state were aso trained using only 25 hours of data, and
approximately 20 hours of data were added for each subsequent
splitting of the Gaussians per state. The final 32-Gaussian-per-
state models were trained using 125 hours of training data.

The narrowband models were trained using the same decision
trees used by the broadband models. 62 hours of speech from the
1998 training data were filtered down to telephone bandwidth,
and narrowband analysis (31 Mel filters covering 100 Hz to 3400
Hz) was performed to compute narrow band cepstra. The entire 62
hours were used at each stage of training. The final narrowband
models had 6000 tied states, each modelled by a mixture of 32
Gaussians.

After ssgmentation of the test data, all segments marked as broad-
band are decoded using the broadband models. Segments marked
as narrowband were similarly decoded using narrowband models.
L attices were generated using atrigram LM. The acoustic models
used in both cases were triphone-based HMMs, with cross-word
and within-word triphones separately modelled. The HMMshad a
3-state topology with transitions permitted only between adjacent
states. Both models had 6000 tied states, with a mixture of 32
Gaussians modelling the distribution in each tied state. The lattice
generation step took about 7.6 timesreal time.

The lattices were collapsed into a directed acyclic graph (DAG)
and a best-path search [ 7] was performed using a higher language
weight for the final hypothesis. This step took about 0.2 timesreal
time.

2.4. Lexicon and Grammar Training

In order to reduce the total number of parameters, the dictionary
was manually redone to use only 44 phones (instead of the usual
50 used by the CMU lexicon). Pronunciations for the more fre-
guently-occurring words were chosen from a pre-selected set of
pronunciations to maximize the likelihood of their instancesin the
training data. The reduced phoneset and the redone dictionary
resulted in a reduced, and much more compact, set of triphones
needed to model all possible combinations of phones that could
be generated by the dictionary. Linguistic questions used for deci-
sion-tree generation were automatically learned from the data [1].
The fina recognition lexicon consisted of 45,700 words, selected
on the basis of the occurrence frequency in the LM training data.
Additional emphasis was given to words that were expected to
occur in the news epoch mentioned in the NIST specifications.
Some words occurring in news programs in that epoch that did not
occur in the training text at all were also added to the lexicon.
These were modelled as unseen unigrams by the LM. However, a
cursory audio analysis of the evaluation data after the evaluation
revealed that there were approximately 400 OOV'sin the final rec-
ognition lexicon.

A standard, trigram backoff LM was built using the CMU-Cam-
bridge statistical language modelling toolkit [1]. The LM was
trained using approximately 169 million words of text obtained
from the following sources:

1. Spoken Document Retrieval text, Jan-Feb 98
2. BN LM “test” datafrom LDC BN CD-ROMs, 1992-1996
3. BN LM “train” datafrom LDC BN CD-ROMs, 1992-1996

4. BN acoustic training data transcriptions, July 1997 to Jan
1998

Frequent word sequences such as news program names, such as
“A. B. C” and names of newsreaders for these shows, and other
expected common names such as “Bill Clinton” were com-
pounded into single words. Significant reconditioning of the text
was also performed to eliminate spelling mistakes, inappropriate
separation of word prefixes, etc. The final trigram LM had a
vocabulary of 57,000 words, and included 10 million bigrams and
14.9 million trigrams.

2.5. Word Error Rates on the Evaluation Set

The first pass decodes of the evaluation set were designated as
CMU's secondary 10X system, and the hypotheses generated
from DAG-rescoring of the lattices generated in the first pass were
designated as CMU's primary system. Table 1 shows the word
error rates (%) and Table 2 shows the timing information related
to the two systems for all the Hub 4 focus conditions. Following
the usual convention, these are coded as follows:

¢ FO: Prepared broadcast speech
* F1: Spontaneous broadcast speech
¢ F2: Speech over telephone channels



« F3: Speech in the presence of background music

* F4: Speech under degraded acoustic conditions

F5: Speech from non-native speakers

FX: All other speech and mixtures of conditions

FO | F1 | F2 | F3 | F4 | F5 | FX

Pass1l | 146 | 247 | 304 | 26.2 | 260 | 320 | 59.1

DAG 144 | 237 | 299 | 260 | 264 | 305 | 574

Table 1. Word error rates for both evaluation sets for all Hub 4
focus conditions. The overall WER was 26.7% after Pass 1
and 26.3% after DAG rescoring.

Component Time (seconds) Memory
Show 1l Show2 Used
Signal Processing 192 192 <5MB
Segmentation 544 545 <5MB
L attice Generation 41494 42949 190 MB
DAG Rescoring 988 1048 190 MB
Total CPU Time 43218 44734 <190 MB

Table 2. Timing and memory usage information for all
components of the CMU 10X system.

The computational resources used consisted of a 450-MHz Pen-
tium 11 processor with 256-MB RAM and 512-MB SWAP.

3. Decoder Architecture

3.1. Outline

CMU's 10X decoder was designed to give the highest speed with
minimum loss in accuracy, in conjunction with a minimum mem-
ory requirement. It is a single-pass decoder capable of generating
word latticesin itsfirst pass, which can be rescored using adapted
models. Decoding is performed using a full set of acoustic mod-
els, and it is currently designed to work with a full trigram lan-
guage model. However, larger LMs can be used with only minor
modification of the code.

Several innovations were introduced in the standard decoding
strategy in order to speed up the decoding. Both, acoustic likeli-
hood computation and search were modified to reduce computa-
tion time. It isimportant to note at the outset that in this decoder,
the reduction in decoding speed was achieved entirely at an algo-
rithmic level, through implementational fine-tuning. Almost no
hand-coding was done in the decoder to speed up the decoding
process.

In the following sections we briefly describe the computation of
acoustic likelihoods, and the search component of the decoder.

3.2. Computation of Acoustic Model Score

The acoustic models used for the CMU Hub 4 1999 system con-
sisted of 6000 senones or shared states, each modelled by a Gaus-
sian mixture with 32 component densities, and each density
consisting of a 39-dimensional mean vector and corresponding
diagonal covariance vector. During decoding, on average over
half the senones are considered for each incoming feature vector.
For a set of 6000 senones with 32 Gaussians per senone, this
would require the evaluation of 3000x32 Gaussian densities for
every feature vector in the utterance. Several Gaussian selection
algorithms have been suggested in the literature to reduce this
computational requirement (e.g. [3]). Most of them rely on using
one or more layers of coarser acoustic modelsto obtain a shortlist
of densities in each mixture, in each frame. The remaining densi-
ties are not evaluated.

A similar approach was used in the CMU 10X decoder as well. A
subvector quantized version [8] of the acoustic model was created
and used to select the most likely Gaussians in each mixture. The
selected Gaussians were then re-evaluated using the original
detailed acoustic model parameters. In the following subsections
we describe the Gaussian selection procedure, and the evaluation
of its performance.

3.2.1. Gaussian Selection

The general principle of building a subvector quantized acoustic
model has been described in [8]. The mean and variance vectors
representing each Gaussian in the model were combined and seg-
mented into three subvectors, the first representing the means and
variances of all the cepstral components in the vector, the second
representing the means and variances of the delta-cepstral compo-
nents, and the third representing the corresponding components
for the double-delta features. The 6000x32 densities of the origi-
nal model thus resulted in three sets of subvectors, each with
192,000 elements, which were then clustered into 4096 clusters
using the K-means algorithm and quantized. Thisresulted in three
codebooks, each with 4096 entries.

In any given frame, all the component densities in a Gaussian
mixture were first evaluated using the quantized versions of the
means and variances. Since there are only 4096x3 codewords in
all, this required the computation of only 4096x3 Gaussians. The
best scoring candidates were then selected, based on a selection
beamwidth. Selection was done relative to the best-scoring com-
ponent within each mixture, independently of other mixtures. The
components thus selected were then re-evaluated using the origi-
nal acoustic model, producing a score for the corresponding
senone in that frame. The average number of Gaussians selected
from each mixture was approximately 2.5 to 3, depending on the
selection beamwidth.

3.2.2. Performance Evaluation

The Gaussian selection algorithm was evaluated on the basis of
two metrics:

1. Selection accuracy, or the accuracy with which the proce-
dure selects the best Gaussian in each mixture. Thisisimpor-
tant because the acoustic likelihood for any mixtureis
dominated by the most likely Gaussian in that mixture.

2. The recognition accuracy obtained when the procedure is
used for acoustic likelihood computation.

The DARPA Hub 4 1997 evaluation data were used for this evalu-



ation. Segments tagged as F2 (telephone channel speech) were
excluded from the set. The acoustic models used for this evalua-
tion had 6000 senones, with 20 component densities in the mix-
ture representing each senone. Table 3 shows the selection
accuracy as a function of the selection beamwidth. Within each
mixture, the selection beamwidth determines the Gaussian density
with the worst score (in terms of the quantized parameters) that
can be considered to be active, relative to the best scoring density
in that mixture. Thus, when the selection beamwidth was 1.0,
only the single best component in each mixture was chosen. In
that case, the shortlist size in this case would be only 5% (i.e. only
one out of the 20 densities in each mixture would be selected).

Shortlist Beam Shorgg Size Eg;crtg;
10 5.0 54
0.1 8.2 69
0.01 128 80
0.001 184 88
0.0001 24.9 92
0.00001 318 95
0.00001 38.3 97

Table 3. Gaussian selection accuracy as afunction of selection
beamwidth.

We observe that when the selection beamwidth is 0.1, we still
manage to select the correct (most likely Gaussian) in each state
69% of the time. While we do miss the correct Gaussian in 31%
of the senones, the effect on the recognition may not be as pro-
nounced. This is because, if the likelihoods of these senones are
low compared to the most likely ones, the senones may not occur
in the best path globally.

Table 4 shows the word error rates for the same Hub 4 1997 eval-
uation set, with and without the proposed Gaussian selection algo-
rithm. The selection beamwidth for this table was set to be 0.1.
The shortlist size was therefore less than 10% of the mixture size,
on average. The overall error rate without Gaussian selection was
26.8% and the system ran at 53 times real time. With Gaussian
selection the error rate increased to 27.5%, but the execution
speed dropped to 11 times real time. In other words, the Gaussian
selection algorithm speeds up the acoustic likelihood computation
by approximately a factor of 5, while resulting in only about a
2.5% relative increase in word error rate.

3.3. Search Algorithm

The CMU 10X decoder uses a variant of the single lexical-tree
(Iextree) search algorithm for searching the space of hypotheses.
A variety of lextree schemes have been proposed and imple-
mented in the literature. They differ mainly in the way in which
LM scores are incorporated into the search algorithm. Ortmanns
et al. [5] use alextree copy strategy to incorporate LM scoresinto
the tree. Davenport et al. use an incremental approach [2]. The
CMU SPHINX-II system [6] uses asingle lextree copy, with post-

FO | F1 | F3 | F4 | F5 | FX

Base 172 | 262 | 361 | 314 | 351 | 633

Test 177 | 263 | 376 | 328 | 351 | 652

Table 4. Performance evaluation of the Gaussian selection
algorithm on the DARPA Hub 4 1997 evaluation data set.

‘ ninety ‘ ninety ‘

‘ nineteen ‘

| 5 |
Figure 1. Example of Viterbi pruning.

tree LM incorporation.

Ortmanns’ approach requires careful handling to prevent the cop-
ies from overwhelming the main memory available. Even so, its
main memory size requirements are very large and there is con-
siderable overhead for dynamic alocation of lextree nodes. The
strategy used by Davenport et. al. requires the building of a much
larger LM in order to handle the incremental score computation.
The SPHINX-II approach, while compact and efficient, suffers
from poor word segmentations and hence degraded recognition
accuracy. The strategy used by Davenport et. al. is likely to have
this drawback as well.

The problem with using the single lextree-based search in the
CMU SPHINX-II system isthe relatively small number of lextree
root nodes. Viterbi pruning at these root nodes leaves few word
segmentations (i.e. start times) intact, relative to the lextree copy
scheme. When thereis no LM score component before the Viterbi
pruning decision, the result can often be unpredictable.

Figure 1 shows an example of two possible recognitions (and seg-
mentations) where the spoken input was nineteen ninety. During
recognition, at time A, the decoder hypothesizes the end of the
word ninety, and transitions to the word ninety. Then, at time B,
the decoder hypothesizes nineteen, and again transitions to ninety.
If LM scores were somehow incorporated during such transitions,

assuming that P(ninety|nineteen) is much greater than

P(ninety|ninety) the latter would most likely supersede the ini-

tial hypothesis and obtain the correct recognition. However, with-
out the benefit of the LM, the outcome is more uncertain. (Note
that the LM score for aword is only incorporated when the end of
the word is reached.) Our solution to this problem is unigram lex-
tree replication, which is described bel ow.

3.3.1. Unigram Lexical Tree Replication

The main problem with the situation depicted in Figure 1 is that
the transition from nineteen to ninety at time B may not succeed,
especially given the absence of a guiding LM. It is desirable to
have both the transitions at A and B survive, so that when the sec-
ond word ninety is recognized, both predecessors can be consid-
ered for their LM probability. This was accomplished in the



decoder by replicating the single lextree statically, and staggering
the cross-word transitions to the lextrees across time, also stati-
caly. For example, in our actual evaluation configuration, three
lextree copies were used, switching cross-word transitions to the
next copy in around-robin fashion every three frames.

This scheme allows many different segmentations for a hypothe-
sized word to survive, at least one from each lextree. This par-
tially overcomes the flaw in the SPHINX-II single lextree
strategy. At the same time, the static nature of the replication
places a reasonable bound on the memory requirements of the
algorithm, without the overhead of dynamic lextree memory alo-
cation.

3.3.2. Language Modelling

As mentioned earlier, the LM score for a word is incorporated
only when the end of the word is reached (post-lextree LM inte-
gration).

Consider atransition occurring at time t, to alextree root node.

There could have been several word endings at t, , one of which

would propagate to the lextree root nodes, in accordance with Vit-
erbi pruning. No LM scoreis associated with this transition, since
lextree root nodes do not represent individual words. This transi-
tion would eventually lead to the end of some word W (i.e. alex-

tree leaf node) at some time t,. At this time all possible LM

histories for W are extracted from the backpointer that records
LM histories at t, . The LM score for W with respect to each of

these histories is computed and incorporated into the exit score.
The scores of the resulting paths and the new histories with W as
the last word, are then included in the backpointer table at time

t, . Note that the single word W ending at t, could generate sev-

era entries in the backpointer table, one for each unique LM his-
tory. Since there is no restriction on the form of the LM history, a
full trigram LM Viterbi search could now be performed.

In addition, we note that the lextree implementation does incorpo-
rate static unigram LM probabilities to provide some pruning and
LM guidance during Viterbi search. The LM score at each nodeis
the maximum of the unigram scores of all words that could be
reached from that node. When a leaf node is exited, the unigram
score component for that leaf is removed from the total path
score, before incorporating the true LM scores (taking the histo-
riesinto account).

3.3.3. Cross-Word Triphone Modelling

The CMU 10X decoder uses asymmetric cross-word triphone
models. The lextree root nodes are modelled using full cross-word
triphones. Each root node is therefore a set of all possible models
derived from considering all possible left context phone. At run
time, a transition to the root node enters the correct model based
on the incoming |eft-context phone. Thisis important since word-
beginnings are articulated most clearly and full cross-word mod-
elling isdesirable for these regions of speech.

At the lextree leaf nodes, however, composite HMM models are
used, much likethat in the BBN fast-match system [2]. Since very
few words survive beam pruning until the final phone, the sim-
plicity of using single (albeit composite) models at leaf nodes is
considered to be beneficial.

3.3.4. Pruning

The CMU 10X decoder uses absolute pruning [4] [5] in addition
to beam pruning to reduce the search size. Three separate pruning
parameters are defined:

¢ Maximum active HMMs in each frame
* Maximum distinct words exiting in each frame

* Maximum histories recorded in backpointer table in each
frame.

These parameters significantly improve the worst-case behavior
of the decoder, in terms of recognition speed.

3.3.5. Performance Evaluation

The performance of the decoder was tested on the DARPA Hub 4
1998 evaluation set. The acoustic models used for this test had
5000 tied states with 32 Gaussians per state. A trigram LM with
4.7M bigrams and 15.5M trigrams covering a vocabulary of
64,000 words was used. The baseline performance was estab-
lished using the CMU's SPHINX-I11 decoder which performs full
acoustic model evaluation and a full search. The tests were run on
a 450-MHz Pentium-I11 processor Linux machine with 256-MB
main memory.

Table 5 shows the speed and accuracy performance of the system
on the chosen test set.

Config- WER WER Segrch Tgtal

uration % incr Time Time
Baseline 215 0.0 427 49.3
1Lextree 23.2 7.9 14 6.6
2 Lextree 22.4 4.2 20 7.3
3Lextree 221 2.8 2.6 7.9

Table5. Evaluation of the CMU 10X decoder on the DARPA Hub
4 1998 evaluation set.

The lextree based search is observed to result in large improve-
ments in decoder speed. The decoding time is now dominated by
the acoustic likelihood evaluation, and the search component
takes less than a third of the total computation time. Also, lextree
replication helps improve recognition accuracy. With 3 copies, the
word-error-rate (WER) performance is only marginally worse
than that of the baseline system. Finally, the decoder runs on a
256-MB machine, which is fairly small by current standards. In
fact, the actual memory usage of the decoder is about 190 MB on
this task.

4. Discussion

We have described the architecture of the new CMU SPHINX-III
fast decoder and the various components of the recognition sys-
tem designed for the 1999 DARPA Hub 4 evaluation task. In the
decoder, the speed-up in decoding time has been achieved almost
entirely at an algorithmic level. No processor-specific hand-craft-
ing or code-tuning was done for this purpose. The CMU fast
decoder optimizes for memory as well as for speed and recogni-



tion. It uses less than 190 MB of RAM during decoding. The
search speed was observed to increase with better trained acoustic
models with a greater number of parameters (limited, of course,
by the standard bounds imposed by the amount of training data
used) The senone computation time was observed to increase
approximately linearly with an increasing number of model
parameters. We do not give quantitative results for these observa-
tions in this paper, but they were used to optimize the size of the
acoustic models.
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