
IMAGE-BASED TRANSFORMATION OF

VIEWPOINT AND SCENE APPEARANCE

By

Steven Maxwell Seitz

A DISSERTATION SUBMITTED IN PARTIAL FULFILLMENT OF THE

REQUIREMENTS FOR THE DEGREE OF

DOCTOR OFPHILOSOPHY

(COMPUTER SCIENCES)

at the

UNIVERSITY OF WISCONSIN – MADISON

1997



IMAGE-BASED TRANSFORMATION OF

VIEWPOINT AND SCENE APPEARANCE

By

Steven Maxwell Seitz

A DISSERTATION SUBMITTED IN PARTIAL FULFILLMENT OF THE

REQUIREMENTS FOR THE DEGREE OF

DOCTOR OFPHILOSOPHY

(COMPUTER SCIENCES)

at the

UNIVERSITY OF WISCONSIN – MADISON

1997



i

Abstract

This thesis addresses the problem of synthesizing images of real scenes under three-dimensional trans-

formations in viewpoint and appearance. Solving this problem enables interactive viewing of remote

scenes on a computer, in which a user can move a virtual camera through the environment and virtu-

ally paint or sculpt objects in the scene. It is demonstrated that a variety of three-dimensional scene

transformations can be rendered on a video display device by applying simple transformations to a set

of basis images of the scene. The virtue of these transformations is that they operate directly on im-

ages and recover only the scene information that is required in order to accomplish the desired effect.

Consequently, they are applicable in situations where accurate three-dimensional models are difficult

or impossible to obtain.

A central topic is the problem ofview synthesis, i.e., rendering images of a real scene from different

camera viewpoints by processing a set of basis images. Towards this end, two algorithms are described

that warp and resample pixels in a set of basis images to produce new images that are physically-valid,

i.e., they correspond to what a real camera would see from the specified viewpoints. Techniques for

synthesizing other types of transformations, e.g., non-rigid shape and color transformations, are also

discussed. The techniques are found to perform well on a wide variety of real and synthetic images.

A basic question is uniqueness, i.e., for which views is the appearance of the scene uniquely de-

termined from the information present in the basis views. An important contribution is a uniqueness

result for the no-occlusion case, which proves that all views on the line segment between the two

camera centers are uniquely determined from two uncalibrated views of a scene. Importantly, neither

dense pixel correspondence nor camera information is needed. From this result, aview morphingalgo-

rithm is derived that produces high quality viewpoint and shape transformations from two uncalibrated

images.

To treat the general case of many views, a novelvoxel coloringframework is introduced that

facilitates the analysis of ambiguities in correspondence and scene reconstruction. Using this frame-

work, a new type of scene invariant, calledcolor invariant, is derived, which provides intrinsic scene

information useful for correspondence and view synthesis. Based on this result, an efficient voxel-

based algorithm is introduced to compute reconstructions and dense correspondence from a set of

basis views. This algorithm has several advantages, most notably its ability to easily handle occlu-

sion and views that are arbitrarily far apart, and its usefulness forpanoramicvisualization of scenes.

These factors also make the voxel coloring approach attractive as a means for obtaining high-quality

three-dimensional reconstructions from photographs.
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Chapter 1

Introduction

Humans perceive the three-dimensional world by means of its projection onto our retinal fields. By

mimicing this projection process, the eye can be fooled into perceiving depth and three-dimensionality

in computer-generated imagery. Interactive computer graphics systems exploit this trick to enable a

user to visualize and transform artificial objects and scenes in three dimensions via 2D display and

input devices. In this thesis, we consider the problem of designing computer algorithms to visualize

and manipulate the appearance ofreal objects and scenes that exist physically or have existed in the

past. Unlike artificial scenes which must be painstakingly described in minute detail, real scenes have

an intrinsic structure that can be visually captured in photographs and drawings.

At present, making use of this structure in computer graphics applications requires reconstructing

the 3D structure of the scene from the images. This reconstruction problem, despite being well-

studied in the computer vision literature, is not entirely solved and existing techniques are prone to

a variety of errors and instabilities (cf. Chapter 6). Even relatively minor errors in shape can cause

distracting artifacts when the model is texture-mapped and reprojected. Rather than attempt to extract

a 3D scene description from the photographs, an alternative approach is to model the effects of scene

transformations in theimage domain, by determining how the image should change in response to a

particular scene transformation. As shown in Fig. 1.1, applying a scene transformation and rendering

the resulting scene yields a corresponding image transformation. Similarly, image transformations

can imply scene transformations. By modifying the image, it should therefore be possible to mimic

physical changes to the real 3D scene. We use the phraseimage-based scene transformationto describe

the synthesis of 3D scene, camera, or illumination transformations via modifications to one or more

basis (input) images.

An advantage of this image-based approach is that precise modeling and reconstruction of shape,

illumination, texture, and other scene quantities from images is avoided. Rather, we recover only

the image information that is required to create the desired 3D effect. Consequently, image-based

transformations can be simpler and more efficient than methods that require 3D reconstructions. More

importantly, we will argue that image-based transformations are morepowerful in that they enable

visualization and manipulation of scenes that are difficult or impossible to reconstruct.

A transformation of particular interest is viewpoint (i.e., camera panning, zooming, and transla-

tion). Cast as an image transformation, a change in camera viewpoint can be modeled as a mapping,

or warp, between pixels in one or more basis views and pixels in a new image, representing a syn-

thetic view of the same scene. By categorizing the set of all such mappings, we can begin to devise
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Scene Transform

Image Transform

2D

3D

Image 1 Image 2

Figure 1.1: Image-based Scene Transformation. A scene transformation such as a change in camera
viewpoint (top) causes the image to change (bottom). Similarly, a well-designed image transformation
canimplya 3D transformation in the scene. We refer to this latter technique of synthesizing 3D effects
via 2D image operations asimage-based scene transformation.

mechanisms forsynthesizingchanges in viewpoint by warping images. This capability is critical for in-

teractive graphics applications like visualization, virtual reality, flight simulation, and games, in which

viewpoint changes continuously, subject to user-control. It also enables manipulation of scenes whose

three-dimensional structure is unknown and unrecoverable. For instance, a present-day tourist could

virtually visit a historic building, long ago destroyed, by warping a set of photographs from a time

when the building was still standing. The user could view the building in 3D by moving a virtual cam-

era through the environment. The illusion of a real three-dimensional space would be maintained by

continually warping the images to correspond to the user’s changing perspective. The same approach

can be applied to drawings and paintings. For instance, Fig. 1.2 depicts a 3D rotation of Leonardo Da

Vinci’s Mona Lisa, generated using the image-based technique described in Chapter 3.

In this thesis we propose the use of image-based scene transformations as a general framework

for visualizing and manipulating real 3D scenes on a computer display, and we describe algorithms

to enable common transformations such as rigid and non-rigid 3D motions, viewpoint changes, and

editing operations. These algorithms have the key advantage that they operate on a set of basis images
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Figure 1.2: Image transformation of photographics, drawings, and paintings enables 3D visualization
of historic objects and scenes. Here the Mona Lisa appears to rotate three-dimensionally by use of the
view morphing technique described in Chapter 3.

and do not require 3D models of the scene. To further motivate the use of image transformations, we

begin with examples of some simple image transformations that are capable of producing realistic 3D

effects.

1.1 Examples of Image-Based Scene Transformations

In the early part of this century, Walt Disney and other pioneers developed thecel animationtech-

niques that have been used since to generate cartoons and films like theThree Little Pigs[Wal33],

Fantasia[Wal40a], andAladdin [Wal92]. Cel animators employed a number of methods for convey-

ing realistic motions, using paint and transparent sheets of celluloid as the basic medium. The success

and continued popularity of their efforts attests to the efficacy of 2D techniques for producing realistic

visual effects.

Whereas traditional animation focused primarily on 2D effects, many of which featured artis-

tic distortions and exaggerations [Las87], certain 3D effects (i.e.,scene transformations) were also

employed. These included simulations of 3D camera translations by moving a small window over a

background image. Translating the window conveys a frontoparallel motion of the camera, and scaling

the window emulates forward or backward motion. While sufficient to give an impression of camera

movement, this technique does not model depth effects like parallax and occlusion and therefore is
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Figure 1.3: An image morph combines 2D interpolations of shape (via image warping) and color (via
cross-dissolve) to create transitions that appear strikingly three-dimensional.

somewhat unrealistic. A more compelling effect can be achieved by designing the background im-

age with a specific camera path in mind [WFH+97]. This technique was used in Walt Disney’s 1940

animated film,Pinocchio [Wal40b], in which a window was moved in a fixed path along a special

background image. While the background appears warped when viewed in its entirety, it appears quite

natural through the sliding window and the resulting animation gives a realistic 3D effect. Wood et

al. [WFH+97] have recently developed computer algorithms for partially automating the creation of

these warped backgrounds, which they callmultiperspective panoramas.

Another way of simulating depth effects in animation is throughlayering, or trucking, i.e., com-

positing a series of background images and windows that move at different speeds. This technique can

model relative motion and occlusion between objects by representing the scene as a set of indepen-

dently moving 2D layers rendered in back-to-front order. Recently, researchers in computer vision and

computer graphics have advocated this layering paradigm as an effective way for representing and ren-

dering more complicated 3D scenes by manually [TK96, LS97] or automatically [WA94, DP91, AS95]

segmenting the scene into a series of layers.

In the last few years, computer-based image metamorphosis ormorphing [Wol90, BN92] has

emerged as a popular means for producing fascinating visual effects. These techniques combine 2D

interpolations of shape and color to produce transitions between a pair of basis images. Generally, a

morph is controlled by a set of correspondences and interpolation parameters that are user-provided

and may be chosen to achieve effects such as the one shown in Fig. 1.3. Part of the appeal of morphing

is that the images produced can appear strikingly lifelike and visually convincing. Despite being

computed by 2D image transformations, effective morphs generate the illusion of a smooth 3D shape

transformation between two objects. The fact that realistic 3D shape transformations can arise from

2D image morphs is rather surprising, but extremely useful, in that 3D shape modeling can be avoided.

While image morphs enable the synthesis of three-dimensional effects, they provide no direct

control of the 3D transformation that is being synthesized. The morph in Fig. 1.3 clearly impliessome

three-dimensional shape transformation. But which one? Because the morph is user-specified in 2D,

the corresponding 3D transformation is left implicit. As a result, simple 3D transformations such as

viewpoint changes are often difficult to convey accurately with image morphing methods.
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1.2 Transforming Real Scenes

The techniques in the previous section are examples where 2D representations and operations may

be used to convey a strong impression of three-dimensionality. Because the primary goal of this

thesis is transforming the appearance ofreal objects and scenes, we wish to develop similar image-

based operations that can be applied to photographs and are sophisticated enough to precisely model

viewpoint changes and other 3D operations.

Achieving these goals requires addressing a number of issues:

� Measurability : Sufficient information to compute the transformation must be automatically or

semi-automatically extracted from the basis images.

� Correctness: Each synthesized image should be physically correct, i.e., it should correspond to

what the real scene would look like as a result of the specified scene transformation.

� Synthesis: New algorithms must be developed for image-based scene transformations. The

techniques should be robust, easy to use, and general enough to handle complex real-world

objects and scenes.

Our focus will be synthesizing changes in camera position and orientation, i.e.,view synthesis. We

will also touch upon other types of transformations, specificallyeditingoperations that modify surface

shape and color, and describe how to perform these operations in the 2D domain.

1.3 Thesis Contributions

The main contribution of this thesis is a collection of results and algorithms that enable synthesizing

3D transformations of real scenes from basis images. In principle, this problem could be approached

with a concatenation of steps that have been individually well-studied: (1) 3D reconstruction from im-

ages, (2) applying 3D scene, camera, and illumination transformations, and (3) rendering 3D scenes.

However, closer examination of the problem reveals limitations of this approach, and that more pow-

erful solutions are possible through the use of image transformations.

One important contribution is a uniqueness result that establishes, for the first time, that view syn-

thesis is feasible without correspondence information or camera parameters. Specifically, given two

views with no occlusions, it is possible to uniquely predict all in-between views along the line segment

between the camera centers. This result is nontrivial because thestructureof the scene is not uniquely

recoverable given these conditions—shape reconstruction is ill-posed. The result is important because

it paves the way for view synthesis algorithms that represent scene appearance with a collection of

basis images. Based on this result, a second contribution is a novel technique calledview morphing

for synthesis of physically-correct, in-between views from a pair of uncalibrated images.

To generalize the two-view results, we also investigate the problem of view synthesis from numer-

ous input images and relax the occlusion constraint. In this case the main challenge is computing pixel
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correspondences between images from cameras that may be far apart. We describe an algorithm that

exploits a novel constraint on camera positions to provide an efficient solution to this correspondence

problem. This algorithm has the unique feature of generating provably-consistent, dense correspon-

dence maps from a set of input images, in the presence of occlusion. It is therefore useful not just for

view synthesis but for other applications that require correspondence information, e.g., motion analy-

sis and 3D scene reconstruction. Thisvoxel coloringalgorithm has several useful and novel features,

including its ability to cope with widely spaced views and its capacity to providepanoramicscene

visualizations and reconstructions.

An additional contribution is thevoxel coloringframework for analyzing ambiguities and invari-

ants in image correspondence and scene reconstruction. Using this framework, we identify certain

points and correspondences with special invariant properties. Each suchcolor invariant is a point

having the same radiance distribution in every possible reconstruction of the scene from a given set of

basis images, under fixed illumination. They therefore provide absolute radiance information that is

constant across all consistent scenes. This is to be distinguished from methods that attempt to solve

the color constancyproblem [HSW92], by computing surface reflectance independent of scene illu-

mination. In contrast, color invariants encode radiance directly, which is sufficient to synthesize new

views of the scene with illumination held constant.

A common theme that underlies this work is the use of novel constraints that simplify problems

that are otherwise intractable. The no-occlusion constraint, calledmonotonicity, is crucial for proving

that view synthesis is tractable. Similarly, our solution for determining image correspondences from

multiple views requires that the scene volume lies outside of the convex hull of all the camera centers.

This constraint, which we call theordinal visibility constraint, permits solving for correspondences in

a generalized “depth-order.”

This thesis contains a combination of theoretical results and practical algorithms. These results re-

quire idealized assumptions (e.g., Lambertian surfaces) that are often violated in images of real scenes.

However, the algorithms are much more general—they are robust to violations of the assumptions, and

are shown to perform well on a wide range of real input sequences. When the assumptions are violated,

the correctness proofs no longer apply and the results may not be entirely physically correct. However,

for visualization applications, the primary goal isperceptual realism; physical correctness is only one

means for achieving this goal and is not strictly necessary [Las87]. An important feature of these

algorithms is that they produce realistic results even for significant violations of the assumptions. The

view morphing algorithm in particular is shown to produce highly realistic viewpoint transitions in sit-

uations where the shading, visibility, and shape differ dramatically in the two input images. Moreover,

the best results are obtained from images of faces and other natural objects that are extremely difficult

to model using conventional methods, and for which the eye is highly sensitive to even minor errors in

shape and color. These results suggest that the algorithms are in fact more widely applicable than the

theory predicts.
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1.4 Thesis Outline

The thesis begins by introducing terminology for describing color and spatial entities like scenes,

images, and projections in Chapter 2.

Chapter 3 presents the problem ofview synthesisand discusses the two-view case in detail. After

an overview of related work, the problem is revisited from first principles in order to determine the

conditions under which it is fully solvable. The first part of the chapter addresses these theoretical

concerns and derives a uniqueness result for in-between views. The remainder of the chapter presents

the view morphingalgorithm for synthesizing in-between views from a pair of uncalibrated basis

images.

The next two chapters investigate extensions of the view morphing algorithm for the cases of fewer

than two and more than two basis views. Chapter 4 addresses the problem of view synthesis from a

single view for objects with bilateral symmetry, and demonstrates its potential application for photo-

correction and face recognition. Chapter 5 considers extensions to three or more views by cascading a

sequence of pairwise view morphs.

Chapter 6 considers the problem of view synthesis from numerous input images that are widely

distributed about a scene. The chapter begins with a discussion of the correspondence problem and

reviews existing approaches to this basic problem. Motivated by limitations in the state of the art,

a discrete scene-space framework is introduced, calledvoxel coloring. This framework is used to

isolate and characterize fundamental ambiguities in the correspondence problem, and leads to the

identification of points with special invariant properties. The collection of all such points, calledcolor

invariants, is shown to comprise a scene reconstruction that is fully consistent with the input images.

An efficient algorithm is presented for computing these points from a set of basis images using a novel

visibility constraint. The chapter concludes by evaluating the performance of the approach, applied to

real and synthetic image sequences.

Chapter 7 discusses other 3D transformations and how they can be synthesized via image-based

techniques. The focus is on editing operations, e.g., painting, scissoring, and morphing, that are ap-

plied in one image and propagate automatically to different views. After describing theseplenoptic

image editingoperations, the chapter describes an implementation and presents results from a proto-

type system.
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Chapter 2

Notation

2.1 Geometry

We write vectors and matrices in bold face and scalars in roman. Scene and image quantities are

written in capitals and lowercase respectively. When possible, we also write corresponding image

and scene quantities using the same letter. ImagesI and 3D shapes or scenesS are expressed as point

sets. Following convention, we represent image and scene points using homogeneous coordinates. For

example, an image point[x y 1]T = p 2 I is the projection of a scene point[X Y Z 1]T = P 2 S.

We reserve the notationP andp for points expressed in Euclidean coordinates whose last coordinate

is 1. Scalar multiples of these points will be written with a tilde, as~P and~p.

A camera is represented by a3�4 homogeneous projection matrix of the form� = [H j �HC].

The vectorC gives the position of the camera’s optical center and the3 � 3 matrix H specifies

the transformation of its image plane with respect to the world coordinate system. The perspective

projection equation is

~p = �P (2.1)

The termviewwill henceforth refer to the tupleV = hI;�i comprised of an image and its associated

projection matrix. We denote the imageI of a sceneS produced by a perspective camera at viewpoint

V by: I = P (S; V ).

2.2 Color

Image irradiance (pixel color) is given as a functioncolor(p; I) mapping the positionp of a pixel in

imageI to a point in color-space (e.g., monochrome intensity, RGB, HSV, etc.). The choice of color-

space will be left unspecified unless needed for the purpose of discussion. For the case of Lambertian

scenes, i.e., scenes containing only perfect matte surfaces, radiance is isotropic and can therefore be

expressed using a scalar function. In this case, we definecolor(P;S) to be the radiance of a pointP

in sceneS.
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Chapter 3

The Two-View Case:

View Morphing

We now consider the problem of synthesizing images of a real scene from new camera viewpoints, by

warping a pair of basis images. The problem is represented schematically in Fig. 3.1. This problem

is interesting because (1) it has applications of practical importance, such as stereo viewing [MB95a]

and teleconferencing [BP96], (2) it is amenable to a thorough bottom-up analysis, and (3) it provides

a base case for the more general problem of view synthesis from arbitrary sets of views.

Towards this end, the first objective is to demonstrate that this view synthesis problem is indeed

solvable, i.e., given two perspective views of a static scene, under what conditions may new views

be unambiguously predicted? We point out that this question is nontrival, given that basic quantities

like optical flow and shape arenotuniquely computable due to inherent ambiguities (e.g., the aperture

problem [Mar82]).

The second goal is to develop an algorithm to produce correct, high-quality, synthetic views of

a scene from two basis images. The algorithm should produce correct views when the underlying

assumptions are satisfied, yet be sufficiently robust to cope with large deviations, e.g., non-static scenes

or varying illumination.

3.1 2D vs. 3D

Can the appearance from new viewpoints of a static three-dimensional scene be predicted from a set of

basis views of the same scene? One way of addressing this question is to consider view synthesis as a

two-step procedure—reconstruct the scene from the basis views using stereo or structure from motion

methods and then reproject to form new views. Indeed, a great deal of recent work [TK92, BTZ96,

Sze96, MKKJ96, KRN97] has been devoted to the problem of obtaining high-quality texture-mapped

3D models from two or more basis images, and significant progress has been made in this area.

The problem with this two-step paradigm is that view synthesis becomes at least as difficult as 3D

scene reconstruction. This conclusion is especially unfortunate in light of the fact that 3D reconstruc-

tion from photographs is generally ambiguous—a number of different scenes may be consistent with

a given set of images; it is an ill-posed problem [PTK85]. This suggests that view synthesis is also

ill-posed. However, it can be shown that this ambiguity is an artifact of 3D reconstruction and is avoid-

able for the task of synthesizing new 2D views. By extracting only the information needed for view
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Virtual Cameras

Morphed View

Figure 3.1: View morphing between two images of an object taken from two different viewpoints
produces the illusion of physically moving a virtual camera.

synthesis, well-known limitations like theaperture problem[Mar82] are eliminated. In additional to

these fundamental limitations, there are practical problems with the reconstruction approach— exist-

ing reconstruction methods are prone to errors due to occlusion and surface discontinuity that lead to

distracting visible artifacts in synthesized views.

Even in cases where good reconstructions are computable, there are strong reasons for favoring a

2D, image-basedapproach to view synthesis. Note that the view synthesis problem is entirely two-

dimensional—the input and output are comprised of 2D images. Rather than try to build a 3D model,

a more direct approach is to compute a 2D to 2D mapping that rearranges pixels in the input images

to synthesize an output image. By keeping the problem in the image domain, the complexity and

error accumulation incurred by multiple 2D to 3D and 3D to 2D transformations are avoided. These

arguments motivate using 2D image-based scene representations for view synthesis applications.

In spite of these reasons for favoring image-based representations, for the case of many input

images, 3D models can offer a more compact scene representation. Observe that forN input images,

a naive image-based approach would store allN images andN2 correspondence maps, resulting in

an expensive and highly redundant representation. As the number of images becomes very large, 3D

or even 4D [LH96, GGSC96] representations can offer distinct advantages. A new solution for large

numbers of images is presented in Chapter 6.
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3.2 Related Work on View Synthesis

Lippman [Lip80] was one of the first to propose the use of an image-based representation for computer-

aided 3D scene visualization. HisMovie-Mapapproach enabled interactive virtual exploration of an

environment by selectively accessing views that were previously captured and stored on laser disk. An

additional contribution was the use of panoramic imaging to capture a wide field of view. These images

were optically corrected at playback time using a viewing apparatus employing a conical mirror. By

moving one’s head relative to this device, the user could effect a rotation of the virtual camera about

its optical center.

In their seminal paper on view synthesis, Chen and Williams [CW93], described how new views

of a scene could be quickly computed from a set of basis images and range-maps via image warping

in software on desktop computers. A primary motivation was speed; interpolation could be performed

more quickly than rendering directly from a 3D model, especially when high quality rendering meth-

ods like ray tracing or radiosity were used. This observation led to the development of novel hardware

systems that use view synthesis techniques to achieve real-time rendering rates for synthetic 3D scenes

[RP94, TK96, LS97].

Laveau and Faugeras [LF94] were among the first to develop view synthesis techniques that op-

erate on photographs and therefore apply to real scenes. While others [TK92, OLC93] had devised

methods for synthesizing views from known (a priori or derived) depth maps and camera positions,

they were the first to demonstrate the feasibility of view synthesis directly from uncalibrated images

and correspondence maps. To solve the problem of mapping points between uncalibrated views, they

developed techniques based on thefundamental matrix[LH81, DZLF94]. A second contribution was

a ray-tracing method for resolving occlusion relationships in synthesized views.

Poggio and Brunelli [PB92] proposed a computational learning framework for synthesizing 2D

and 3D transformations from a set of basis images. Their technique, which uses hyper basis functions

to learn parameterized models from images, is very general and can model a variety of interesting

transformations. Later work [BP96, VP96] demonstrated the utility of this framework for the difficult

case of synthesizing new views of human faces. An important contribution of this work was its ex-

ceptionally broad scope—while a primary focus is view synthesis, their learning framework is equally

useful for modeling changes in facial expression and other non-rigid transformations, and is effective

both for synthesisandrecognition applications.

The last three years has seen an explosion in interest in view synthesis techniques and applica-

tions. Concurrent with the work in this thesis [SD95b, SD96c, SD96b, Sei97, SD97d, SD97a, SD97b,

SD97c], numerous other researchers [MP95, MP97, WHH95, IAH95, KNR95, SK95, KAI+95, MB95a,

MB95b, Che95, KTOT95, Sze96, MKKJ96, BP96, Sch96, VP96, DTM96, GGSC96, LH96, AS97,

Rob97, HiAA97, SS97, KRN97] have developed other view synthesis techniques. For brevity, we

discuss only a few here that are representative of the dominant approaches that currently exist. Com-

parisons with approaches in this thesis will be discussed in later sections and chapters.
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Chen [Che95], and McMillan and Bishop [MB95b] developed systems similar to Lippman’s Movie-

Maps but using computer-based rather than optical methods. Both of these systems provided panoramic

visualization of scenes using one or more cylindrical image mosaics, each of which stored scene ap-

pearance from a single camera position. McMillan and Bishop’sPlenoptic Modelingapproach also

supported interpolation of mosaics to allow camera translation using an elegant image-space algo-

rithm to resolve visibility order. Apple Computer’s commercialization of Chen’s system,QuickTime

VR [App95], has brought image-based scene visualization to the mainstream, enabling interactive

viewing on conventional PC’s of real scenes like the Great Wall of China or the interior of a new car.

The success of QuickTime VR and newer systems likeSurround Video[Bla97], IPIX [Int97], Smooth-

Move[Inf97], andRealVR[Liv97] has helped spawn an emerging subfield of computer graphics, often

calledimage-based rendering, and has attracted growing interest in image-based representations.

Debevec et al. [DTM96] exploited a mixture of manual and automatic methods to reconstruct

high-quality 3D models of architectural scenes. A view-dependent texture mapping approach was

used to model varying illumination and reflectance. A major contribution of this work was to show the

importance of user-interaction to aid view synthesis algorithms and facilitate 3D model construction.

Levoy and Hanrahan [LH96] and Gortler et al. [GGSC96] developed novel ray-based approaches

for view synthesis. These methods, termedlight fieldandLumigraphrespectively, represent the visible

scene using a four-dimensional ray space in which any image is a two-dimensional sample. The

problems of acquiring the representation and synthesizing views are both achieved via simple sampling

operations. While elegant and relatively simple to construct, these approaches require many more input

views compared to correspondence-based techniques.

Most closely-related to the approach in this chapter are the so calledview interpolationmethods

[CW93, LF94, MB95b, WHH95, BP96, Sch96, AS97], which use image warping to produce new

views from a small number of basis views. Most of these methods require advance knowledge of

camera parameters to produce correct perspective views, with the exceptions of [LF94, AS97]. Fur-

thermore, all of these methods require dense pixel correspondence maps as input. This latter require-

ment is a serious limitation, given that image-based computation of correct correspondence maps is

known to be an ill-posed problem [PTK85, VP89]. In contrast, this chapter presents a view interpo-

lation technique that operates directly on a pair of images, without knowledge of camera parameters

or dense correspondence. It has the unique property of requiring onlymeasurableimage information,

thus establishing that view interpolation is a well-posed problem.

While the method developed in this chapter can operate fully automatically, a key feature is the

use of user-interaction to help specify new views and control the interpolation. In this respect, our

approach has strong similarities to Debevec et al.’s [DTM96]Facadesystem which included an im-

portant manual component. However, the approach taken in this chapter is very different fromFacade;

the former produces new views via 2D image warping operations, whereas the latter does so by con-

structing texture-mapped 3D models.
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3.3 Issues

We now consider the view synthesis problem from first principles, so as to determine the theoretical

feasibility of synthesizing new views of a scene from a pair of basis images. Specifically, the following

issues must be resolved:

� Uniqueness: for the problem to be well-posed, scene appearance from the new viewpoint must

beuniquely determinedfrom the basis images. The new view must be constructed entirely from

measurableimage information.

� Correctness: the synthesized image should be physically correct, i.e., it should correspond to

what a real camera would see from the chosen viewpoint.

� Registration: the input images must be registered to determine pixel correspondence and quan-

tities relating to the underlying camera geometry (e.g., epipolar lines). The problem must be

formulated in a way that avoids known limitations on what can be measured from two images.

In particular, complete pixel correspondence and Euclidean camera positions should not be re-

quired.

� Uncalibrated Cameras: the method should be applicable in cases where the images areuncal-

ibated, i.e., when camera positions and parameters are unknown.

� Synthesis: new algorithms must be developed that synthesize correct, high quality views from

a pair of basis images. The techniques should be robust, easy to use, and general enough for

application to faces and other objects and scenes for which construction of realistic 3D models

is difficult.

These issues are addressed in the remainder of this chapter. We begin by analyzing the uniqueness

issue and considering the conditions under which the view synthesis problem is theoretically solv-

able. This leads to the question ofmeasurability, i.e., what information must be extracted from the

basis images in order to solve the problem. Section 3.6 reviews the technique of image morphing

and discusses its potential applicability for view synthesis. After analyzing some of its shortcomings,

we introduce a modification, calledview morphing, that is better suited for view synthesis. The tech-

nique is first described for the case where the camera positions are known and is then extended in

Section 3.10 to work for images from unknown, uncalibrated cameras. The chapter concludes with

several experiments, demonstrating the effectiveness of the approach for a variety of different image

pairs.

3.4 Uniqueness and Measurability

Before developing view synthesis algorithms, it must first be demonstrated that the problem is solv-

able. Namely, is there sufficient information in two basis views of a scene to uniquely predict how
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Figure 3.2: Visual Ambiguity. All four scenes are indistinguishable from these two viewpoints, but ap-
pear differently from other camera positions. Therefore, scene appearance is not uniquely determined
from these two basis images.

that scene appears from new viewpoints? Fig. 3.2 illustrates the difficulty: a pair of images could be

consistent with several different scenes, all of which appear indistinguishable from these two view-

points, but distinct from other viewpoints. Given a pair of images of a scene, it is therefore, in general,

impossible to predict how that particular scene would appear from new viewpoints. Despite the lack

of a completely general solution, the following fundamental questions can be posed:

� Uniqueness: Under what conditions are new views uniquely determined from two basis images,

and which views are determined?

� Measurability : What information must be extracted from the basis images in order to correctly

synthesize these views?

Answering these questions is crucial to understanding the applicability and limitations of view

synthesis algorithms. In this chapter we take significant steps toward this goal by demonstrating that

a specific range of perspective views is uniquely determined from two or more basis views under a

generic visibility assumption calledmonotonicity. Importantly, it is shown that generating these views

relies entirely onmeasurableimage information, avoiding ill-posed correspondence problems entirely.

Chapter 5 extends these results for the case of more than two views. To our knowledge, these results

are the first to prove the feasibility of view synthesis without correspondence or 3D shape information.

3.5 Monotonicity

In this section we consider the conditions under which new views of a scene may be uniquely predicted

from a pair of basis images. In order to proceed, we must first identify what information must be

extracted from the basis images to predict scene appearance from new viewpoints. It is useful to

consider this problem within the framework of optical flow. For any pair of imagesI0 andI1 of

the same scene, there existoptical flowfieldsC01 : I0 ) I1 andC10 : I1 ) I0, specifying the
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correspondence of projected scene points in the two images. These maps are defined by the relation:

Cij(pi) = pj if pi 2 Ii andpj 2 Ij are projections of the same scene point

The optical flow is undefined at points which are occluded (not visible) in one of the two images. We

say a flow field is complete if it is bijective and defined at every image pixel.

When a flow field is complete, it can be used for view synthesis. Given an imageI0 of a Lamber-

tian scene and a complete flow fieldCs0, we can synthesize a new imageIs by the relation:

color(p;Is) = color(Cs0(p); I0)

The view synthesis problem can therefore be reduced to the problem of determining flow fields. This

approach is in essence the reduction used in all previous approaches to view synthesis, for instance

[CW93, LF94, MB95b, BP96]. While complete optical flow is sufficient to synthesize new views, its

automatic recovery from basis images is problematic and error-prone. In particular, the flow within

low-contrast regions of nearly uniform color is locally ambiguous, a condition known as theaper-

ture problem[Mar82]. As a result, complete optical flow is generally not measurable from two im-

ages [PTK85, VP89]. In response to the aperture problem many researchers instead usenormal flow

[Hil83], which provides only the motion component in the gradient direction but has the advantage of

being measurable. In this section we introduce another measurable variety of flow calledboundary

flow that is particularly well-suited to synthesizing new views of a scene. Its derivation relies upon a

visibility constraint calledmonotonicity.

The motivation behind boundary flow is that view synthesis is possible with only a subset of the op-

tical flow field. Optical flow estimates become ill-conditioned within homogeneous regions of uniform

color, but can be reliably computed at the boundaries of these regions, i.e., at image discontinuities.

Note, however, that predicting the boundary is sufficient to predict the appearance of such a region in

a new view, since its interior is known to be uniform. Intuitively, a red “blob” in one image will appear

as a red blob in a second image; one need only determine the shape of the blob. This argument hinges

on the notion that uniform regions are “preserved” in different views, a constraint formalized by the

condition ofmonotonicity, which is introduced next.

Consider two views,V0 andV1, with respective optical centersC0 andC1, and imagesI0 and

I1. DenoteC0C1 as the line segment connecting the two optical centers. Any pointP in the scene

determines an epipolar plane containingP, C0, andC1 that intersects the two images in conjugate

epipolar lines. The monotonicity constraint dictates that all visible scene points appear in the same or-

der along conjugate epipolar lines ofI0 andI1. This constraint is used commonly in stereo matching

[OK85a] because the fixed relative ordering of points along epipolar lines simplifies the correspon-

dence problem. Despite its usual definition with respect to epipolar lines and images, monotonicity

constrains only the location of the optical centers with respect to points in the scene—the image planes

may be chosen arbitrarily. An alternate definition that isolates this dependence more clearly is shown
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Figure 3.3: The Monotonicity Constraint. Any two pointsP andQ in the same epipolar plane deter-
mine angles�0 and�1 with the respective camera optical centers,C0 andC1. For monotonicity to
apply, these angles must satisfy�0�1 > 0. If satisfied forC0 andC1, monotonicity applies as well for
any other view with optical center alongC0C1.

in Fig. 3.3. Any two scene pointsP andQ in the same epipolar plane determine angles�0 and�1 with

the optical centersC0 andC1. The monotonicity constraint dictates that for all such points�0 and

�1 must be nonzero and of equal sign. The fact that no constraint is made on the image planes is of

primary importance for view synthesis because it means thatmonotonicity is preserved under homo-

graphies, i.e., under image reprojection. This fact will be essential in the next section for developing

an algorithm for view synthesis.

3.5.1 Impact for View Synthesis

A useful consequence of monotonicity is that it extends to cover a continuous range of views in-

betweenV0 andV1. We say that a third viewVs is in-betweenV0 andV1 if its optical centerCs is

onC0C1. Observe that monotonicity is violated only when there exist two scene pointsP andQ in

the same epipolar plane such that the infinite linePQ throughP andQ intersectsC0C1. ButPQ

intersectsC0C1 if and only if it intersects eitherC0Cs or CsC1. Therefore monotonicity applies

to in-between views as well, i.e., signs of angles are preserved and visible scene points appear in the

same order along conjugate epipolar lines of all views alongC0C1. We therefore refer to the range

of views with centers onC0C1 as amonotonic rangeof viewspace. Notice that this range gives a

lower bound on the range of views for which monotonicity is satisfied in the sense that the latter set

contains the former. For instance, in Fig. 3.3 monotonicity is satisfied for all views on the open ray

from the pointC0C1
T
PQ through both camera centers. However, withouta priori knowledge of

the geometry of the scene, we may infer only that monotonicity is satisfied for the rangeC0C1.

The property that monotonicity applies to in-between views is quite powerful and is sufficient to

completely predict the appearance of the visible scene from all viewpoints alongC0C1. Consider the

projections of a set of uniform Lambertian surfaces (each surface has uniform radiance, but any two

surfaces may have different radiances) into viewsV0 andV1. Fig. 3.4 shows cross sectionsS1, S2,
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Figure 3.4: Correspondence Under Monotonicity. Cross-section view of three surfaces projecting into
conjugate epipolar lines of three images. Although the projected intervals inl0 andl1 do not provide
enough information to reconstructS1, S2, andS3, they are sufficient to predict the appearance ofls.

andS3 of three such surfaces projecting into conjugate epipolar linesl0 andl1. Each connected cross

section projects to a uniform interval (i.e., an interval of uniform color) ofl0 andl1. The monotonicity

constraint induces a correspondence between the endpoints of the intervals inl0 andl1, determined by

their relative ordering. The points onS1,S2, andS3 projecting to the interval endpoints are determined

from this correspondence by triangulation. We will refer to these scene points asvisible endpointsof

S1, S2, andS3. We use the termboundary flowin reference to the mapping between endpoints of

uniform intervals inl0 andl1. This is the subset of the optical flow field defined at interval endpoints,

and is measurable by the above argument.

Now consider an in-between view,Vs, with imageIs and corresponding epipolar linels. As a

consequence of monotonicity,S1, S2, andS3 project to three uniform intervals alongls, delimited by

the projections of their visible endpoints. Notice that the intermediate image does not depend on the

specific shapes of surfaces in the scene, only on the positions of their visible endpoints. Any number

of distinct scenes could have producedI0 andI1, but each one would also produce the same set of

intermediate images. More formally,

Uniqueness of In-Between Views: Let I0 andI1 satisfy monotonicity and let@ be the

set of all scenesS such thatP (S; V0) = I0 andP (S; V1) = I1. For any two scenes

S;S 0 2 @ and in-between viewVs, P (S; Vs) = P (S 0; Vs).

Hence, all views alongC0C1 are determined fromI0 andI1. This result demonstrates that view

synthesis under monotonicity is an intrinsically well-posed problem—and is therefore much easier

than 3D reconstruction and related motion analysis tasks requiring smoothness conditions and regu-

larization techniques [PTK85].

To see why the monotonicity constraint is so crucial to view synthesis, observe that it is required

not only to make the correspondence problem solvable, but also to predict the appearance of uniform
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surfaces whose shapes are unknown. Furthermore, the in-between views are theonlyviews that can be

predicted with certainty due to the requirement that the visible endpoints of each surface remain fixed.

The monotonicity constraint is closely related to the theory of aspect graphs and visual events

[KvD76, KvD79]. The constraint dictates that no changes in visibility, i.e., no occlusions, may occur

within a monotonic range of viewspace. In other words, all views within a monotonic range are

topologically equivalent; the same scene points are visible in every view. This condition of photometric

topological equivalence is somewhat stronger than the notion of topological equivalence of image

contour structure used to define an aspect. Consequently, a monotonic range of viewspace always

occurs within an aspect.

3.5.2 Identifying Monotonic Scenes

A final question concerns themeasurability of monotonicity. Under the monotonicity assumption we

have established that view synthesis is feasible and relies only on measurable image correspondence

information. However we have not yet considered whether or not monotonicity itself is measurable—

can we determine if two images of a scene satisfy monotonicity by inspecting the images themselves

or must we know the answer a priori? Strictly speaking, monotonicity is not measurable, in the sense

that two images may be consistent with multiple scenes, some of which satisfy monotonicity and

others that do not. However, we may determine whether or not two images areconsistentwith a scene

for which monotonicity applies, by checking that each epipolar line in the first image is a monotonic

warp of its conjugate in the second image. That is, ifl0 andl1 are conjugate epipolar lines, expressed

as functions mapping position to color, there exists a monotonic function� such thatl0 = l1 � �. If

we denote byM the class of all monotonic scenes consistent with two basis images, this consistency

property says that we may determine from the basis images whether or notM is empty. IfM is

nonempty, the result of view synthesis is a set of images that are consistent with every scene inM.

3.5.3 Orthographic Views

For pairs of orthographic views, monotonicity cannot be defined with respect to camera centers, as

above. However, the same results apply if we instead define monotonicity in terms of the ordering of

points along conjugate epipolar lines. In this section we summarize the results for the orthographic

case. Details can be found in Appendix B.

In the orthographic case, monotonicity states that the projections of any two pointsP andQ in the

same epipolar plane appear in the same order along conjugate epipolar linesl0 andl1. If this property

holds for all corresponding epipolar lines in the two views then we say that monotonicity holds forV0

andV1. LetNi denote the image plane unit normal ofVi, also known as theoptical axisor direction

of gaze. Geometrically, the monotonicity constraint dictates that the line throughP andQ may not

intersect the line segmentN0N1 joining the tips of the two image plane normals (see Fig. B.1).

As in the perspective case, monotonicity extends to cover a range of views in-betweenV0 andV1.

We say that a third viewVs is in-betweenV0 andV1 if its normalNs intersectsN0N1. The uniqueness
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result holds for orthography as well:Is is uniquely determined fromI0 andI1.

3.6 Image Morphing for View Synthesis

In attempting to develop view synthesis algorithms, we were inspired by the realistic effects obtained

by image morphingtechniques. These techniques combine 2D interpolations of shape and color to

create seamless and often dramatic transitions between a pair of input images. Fig. 1.3 provides an

example of an image morph between two faces. Part of the appeal of morphing is that the images

produced can appear strikingly lifelike and visually convincing, as seen in the figure. Despite be-

ing computed by 2D image transformations, effective morphs can suggest a natural transformation

between objects in the 3D world.

Given that 2D image morphs can effectively convey 3D transformations, it is natural to consider

if image morphing can be used to synthesize new views of a scene. Specifically, suppose we morphed

images of an object from two different camera positions using an existing morphing program. Would

the resulting sequence of in-between images correspond to correct perspective views of the scene?

In order to answer this question, we must first consider some basic principles governing how current

image morphing techniques work.

A morph is determined from two imagesI0 andI1 and mapsC01 : I0 ) I1 andC10 : I1 ) I0
specifying a complete correspondence between points in the two images. Two maps are required be-

cause the correspondence may not be one-to-one. In practice,C01 andC10 are partially specified

by having the user provide a sparse set of matching features or regions in the two images. The re-

maining correspondences are determined automatically by interpolation [Wol90, BN92, LCSW92].

A warp function for each image is computed from the correspondence maps, usually based on linear

interpolation:

C0s(p0) = (1� s)p0 + sC01(p0) (3.2)

C1s(p1) = (1� s)C10(p1) + sp1 (3.3)

C0s andC1s give the displacement of each pointp0 2 I0 andp1 2 I1 as a function ofs 2 [0; 1]. The

in-between imagesIs are computed by warping the two original images and averaging the pixel colors

of the warped images. Existing morphing methods vary principally in how the correspondence maps

are computed. In addition, some techniques allow finer control over interpolation rates and methods.

For instance, Beier and Neely [BN92] suggested two different methods of interpolating line features,

using linear interpolation of endpoints, per Eqs. (3.2) and (3.3), or of position and angle. In this

thesis, the termimage morphingrefers specifically to methods that use pointwise linear interpolation

to compute feature positions in in-between images, including [Wol90, BN92, LCSW92].

To illustrate the potentially severe 3D distortions incurred by image morphing, it is useful to con-

sider interpolating between two different views of a planar shape. Any two such images are related by
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Figure 3.5: A Shape-Distorting Morph. Linearly interpolating two perspective views of a clock (far
left and far right) causes a geometric bending effect in the in-between images. The dashed line shows
the linear path of one feature during the course of the transformation. This example is indicative of
the types of distortions that can arise with image morphing techniques.

a 2D projective mapping of the form:

H(x; y) = (
ax+ by + c

gx+ hy + i
;
dx+ ey + f

gx+ hy + i
)

Projective mappings are not preserved under 2D linear interpolation because the sum of two such

expressions is in general a ratio of quadratics and therefore not a projective mapping. Consequently,

morphing is ashape-distortingtransformation, as in-between images may not correspond to new views

of the same shape. A particularly disturbing effect of image morphing is its tendency to bend straight

lines, yielding quite unintuitive image transitions. Fig. 3.5 shows a Dali-esque morph between two

views of a clock in which it appears to bend in half and then straighten out again during the course of

the transition. The in-between shapes were computed by linearly interpolating points in the two views

that correspond to the same point on the clock.

3.7 Shape-Preserving Morphs: Parallel Views

We begin by considering situations in which linear interpolation of images is shape-preserving. Sup-

pose we take a photographI0 of an object, move the object in a direction parallel to the image plane

of the camera, zoom out, and take a second pictureI1. Alternatively, we could produce the same two

images by moving the camera instead of the object, as shown in Fig. 3.6. Chen and Williams [CW93]

previously considered this special case, arguing that linear image interpolation should produce new

perspective views when the camera moves parallel to the image plane. Indeed, suppose that the cam-

era is moved from the world origin to position(CX ; CY ; 0) and the focal length changes fromf0 to

f1. We write the respective projection matrices,�0 and�1, as:

�0 =

2
664
f0 0 0 0

0 f0 0 0

0 0 1 0

3
775
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Figure 3.6: Morphing Parallel Views. Linear interpolation of corresponding pixels in parallel views
with image planesI0 andI1 creates imageI0:5, representing another parallel view of the same scene.

�1 =

2
664
f1 0 0 �f1CX

0 f1 0 �f1CY

0 0 1 0

3
775

We refer to cameras or views with projection matrices in this form asparallel camerasor parallel

views, respectively1 Let p0 2 I0 andp1 2 I1 be projections of a scene pointP = [X Y Z 1]T .

Linear interpolation ofp0 andp1 yields

(1� s)p0 + sp1 = (1� s)
1

Z
�0P+ s

1

Z
�1P

=
1

Z
�sP (3.4)

where

�s = (1� s)�0 + s�1

=

2
664
fs 0 0 �fs�sCX

0 fs 0 �fs�sCY

0 0 1 0

3
775

fs = (1� s)f0 + sf1 (3.5)

�s =
sf1

(1� s)f0 + sf1
(3.6)

1Not to be confused withparallel projectionwhich producesorthographic views. Parallel views need not be orthographic.
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Image interpolation therefore produces a new view whose projection matrix�s is a linear interpolation

of�0 and�1, representing a camera with focal lengthfs and centerCs given by:

Cs = (�sCX ; �sCY ; 0) (3.7)

Consequently, interpolating images from parallel cameras produces images that correspond to moving

a camera on the lineC0C1 between the two optical centers and zooming continuously. Because the

image interpolation produces new views of the same object, it is shape-preserving.

Notice that uniform parameterization ofs does not correspond to uniform camera motion, unless

f0 = f1. Rather, a regular sampling ofs corresponds to a camera that moves more slowly as the

focal length increases. For example, a halfway (s = 1
2 ) image interpolation withf0 = 2 andf1 = 1

corresponds to a camera motion of only13 of the distance fromC0 to C1, as seen in Fig. 3.6. In

order to achieve constant velocity alongC0C1, i.e., uniform� parameterization,s should be varied

according to

s =
�f0

(1� �)f0 + �f1
(3.8)

For example, in order to move the camera halfway fromC0 to C1 in Fig. 3.6, we would substitute

� = 1
2 into Eq. (3.8), yieldings = 2

3 .

The result that interpolations of parallel views is shape-preserving can be generalized; the above

derivation in fact relies only on the equality of the third rows of�0 and�1. Views satisfying this

more general criterion represent a broader class of parallel views for which linear image interpolation

is shape preserving. An interesting special case is the class of orthographic projections, i.e., projections

�0 and�1 whose last row is[0 0 0 1]. Linear interpolation of any two orthographic views of a scene

therefore produces a new orthographic view of the same scene.

3.8 Occlusions and Visibility

So far, we have demonstrated that image morphing parallel views creates new images of a scene, in

accordance with the equations of perspective projection. However, Eq. (2.1) does not model the effects

that changes invisibility have on image content. In this section we examine both the case of constant

visibility, in which unique in-between views are ensured, and changing visibility, in whichZ-buffer

techniques can be used to resolve ambiguities.

3.8.1 Constant Visibility

In order to validate image morphing as a technique for parallel view synthesis, we must relate the

results of Section 3.7 to those of Section 3.5. In particular, it must be demonstrated that the synthesized

images represent views in the same monotonic range. By doing so, we show that each image generated

by morphing corresponds exactly to what a real camera would see from the same viewpoint.
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Suppose thatI0 andI1 are two monotonic parallel views with finite camera centers. Providing

s 2 [0; 1], it follows from Eq. (3.7) thatIs is on the line between the camera centers and is therefore

in the same monotonic range. Therefore, the proof of correctness is trivial for the case of finite camera

centers.

For infinite camera centers, i.e., orthographic projection, the situation is more complicated. To

preserve monotonicity, we must take care to ensure that the image plane normalsNs of the in-between

views intersect the line segmentN0N1. Straightforward interpolation of orthographic views will

generally not satisfy this property, as described in Appendix B. Fortunately, the situation can be easily

corrected by adding the postwarp transformation of Section 3.9.2.

3.8.2 Changes in Visibility

From the standpoint of morphing, changes in visibility result in two types of conditions:folds and

holes. A fold occurs in an in-between imageIs when a visible surface inI0 (or I1) becomes occluded

in Is. In this situation, multiple pixels ofI0 map to the same point inIs, causing an ambiguity. The

opposite case, of an occluded surface suddenly becoming visible, gives rise to a hole; a region ofIs
having no correspondence inI0.

Folds can be resolved using Z-buffer techniques [CW93], provided depth information is available.

In the absence of 3D shape information, we use pointdisparity instead. The disparity of corresponding

pointsp0 andp1 in two parallel views is defined to be the difference of theirx-coordinates2 . For

parallel views, point disparity is inversely proportional to depth so that Z-buffer techniques may be

directly applied, with inverse disparity substituted for depth. Because our technique makes images

parallel prior to interpolation, as described in the next section, this simple strategy suffices in general.

Furthermore, since the interpolation is computed one scanline at a time, Z-buffering may be performed

at the scanline level, thereby avoiding the large memory requirements commonly associated with

Z-buffering algorithms. An alternative method using a Painter’s method instead of Z-buffering is

presented in [MB95b].

Unlike folds, holes cannot always be eliminated using image information alone. Chen and Williams

[CW93] suggested different methods for filling holes, using a designated background color, interpo-

lation with neighboring pixels, or additional images for better surface coverage. The neighborhood

interpolation approach is prevalent in existing image morphing methods and was used implicitly in

our experiments.

2Here we assume that the images are rotated so that epipolar lines are horizontal and have the same top-to-bottom order
in both images. Techniques for aligning images in this way are discussed in Section 3.9.
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3.9 Shape-Preserving Morphs: Non-Parallel Views

In this section we describe how to generate a sequence of in-between views from two non-parallel

perspective images of the same 3D object or scene. For convenience, we choose to model the transfor-

mation as a change in viewpoint, as opposed to a rotation and translation of the object or scene. The

only tools used are image reprojection and linear interpolation, both of which may be performed using

efficient scanline methods. For now, we assume the configuration of the input cameras is known; this

constraint will be relaxed in Section 3.10.

3.9.1 Image Reprojection

Any two views that share the same optical center are related by a planar projective transformation. Let

I andÎ be two images with projection matrices� = [H j �HC] and�̂ = [Ĥ j � ĤC]. The

projections~p 2 I and ~̂p 2 Î of any scene pointP are related by the following transformation:

ĤH�1~p = ĤH�1�P

= �̂P

= ~̂p

The3�3 matrixĤH�1 is a projective transformation that reprojects the image plane ofI onto that of

Î. More generally, any invertible3� 3 matrix represents a planar projective transformation, a one-to-

one map of the plane that transforms points to points and lines to lines. The operation of reprojection

is very powerful because it allows the gaze direction to be modifiedafter a photograph is taken or

a scene rendered. Our use of projective transforms to compute reprojections takes advantage of an

efficient scanline algorithm [Wol90]. Reprojection can also be performed through texture-mapping

and can therefore exploit current graphics hardware.

Image reprojection has been used previously in a number of applications [Wol90]. Our use of

reprojection is most closely related to the techniques used for rectifying stereo views to simplify

3D shape reconstruction [Fau93]. Image mosaic techniques [Gre86, MB95b, Che95, Sze96, SS97,

KAI+95, MP97] also rely heavily on reprojection methods to project images onto a planar, cylindri-

cal, or spherical manifold. In the next section we describe how reprojection may be used to improve

image morphs.

3.9.2 A Three Step Algorithm

Using reprojection, the problem of computing a shape-preserving morph from two non-parallel per-

spective views can be reduced to the case treated in Section 3.7. To this end, letI0 andI1 be two

perspective views with projection matrices�0 = [H0 j �H0C0] and�1 = [H1 j �H1C1]. It is

convenient to choose the world coordinate system so that bothC0 andC1 lie on the worldX-axis,

i.e.,C0 = [X0 0 0]T andC1 = [X1 0 0]T . The two remaining axes should be chosen in a way that
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Figure 3.7: View Morphing in Three Steps. (1) Original imagesI0 andI1 are prewarped to form
parallel viewsÎ0 andÎ1. (2) Îs is produced by morphing (interpolating) the prewarped images. (3)Îs
is postwarped to formIs.

reduces the distortion incurred by image reprojection. Different choices forY andZ correspond to

different reprojection planes. A simple choice that works well in practice is to choose theY axis in

the direction of the cross product of the two image plane normals.

In-between perspective views on the lineC0C1 may be synthesized by a combination of image

reprojections and interpolations, depicted in Fig. 3.7. Given a projection matrix�s = [Hs j �HsCs],

withCs fixed by Eq. (3.7), the following sequence of operations produces an imageIs corresponding

to a view with projection matrix�s:

1. Prewarp: Apply projective transformsH�1
0 to I0 andH�1

1 to I1, producing prewarped images

Î0 andÎ1

2. Morph: Form Îs by linearly interpolating positions and colors of corresponding points inÎ0
andÎ1, using Eq. (3.4) or any image morphing technique that approximates it

3. Postwarp: Apply Hs to Îs, yielding imageIs

Prewarping brings the image planes into alignment without changing the optical centers of the two

cameras. Morphing the prewarped images moves the optical center toCs. Postwarping transforms the

image plane of the new view to its desired position and orientation.

Notice that the prewarped imagesÎ0 andÎ1 represent views with projection matrices�̂0 = [I j �
C0] and�̂1 = [I j � C1], whereI is the3 � 3 identity matrix. Due to the special form of these

projection matrices,̂I0 andÎ1 have the property that corresponding points in the two images appear
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A B
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Figure 3.8: Singular Views. In the parallel configuration (top), each camera’s optical center is out
of the field of view of the other. A singular configuration (bottom) arises when the optical center of
cameraB is in the field of view of cameraA. Because prewarping does not change the field of view,
singular views cannot be reprojected to form parallel views.

in the same scanline. Therefore, the interpolationÎs may be computed one scanline at a time using

only 1D warping and resampling operations.

3.9.3 Singular View Configurations

Certain configurations of views cannot be made parallel through reprojection operations. For parallel

cameras, (Fig. 3.8, top) the optical center of neither camera is within the field of view of the other. Note

that reprojection does not change a camera’s field of view, only its viewing direction. Therefore any

pair of views for which the optical center of one camera is within the field of view of the other cannot be

made parallel through prewarping3. Fig. 3.8 (bottom) depicts such a pair ofsingularviews, for which

the prewarping procedure fails. Singular configurations arise when the camera motion is roughly

parallel to the viewing direction, a condition detectable from the images themselves (see Appendix A).

Singular views are not a problem when the prewarp, morph, and postwarp are composed into a single

aggregate warp (see Section 3.11.2), since prewarped images are never explicitly constructed. With

aggregate warps, view morphing may be applied to arbitrary pairs of views, including singular views.

3Prewarping is possible if the images are first cropped to exclude the epipoles (see Appendix A).
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3.9.4 Producing the Morph

Producing a shape-preserving morph between two images requires choosing a sequence of projection

matrices�s = [Hs j �HsCs], beginning with�0 and ending with�1. SinceCs is determined

by Eq. (3.7), this task reduces to choosingHs for each value ofs 2 (0; 1), specifying a continuous

transformation of the image plane from the first view to the second.

There are many ways to specify this transformation. A natural one is to interpolate the orientations

of the image planes by a single axis rotation. If the image plane normals are denoted by 3D unit vectors

N0 andN1, the axisD and angle of rotation� are given by

D = N0 �N1

� = cos�1(N0 �N1)

Alternatively, if the orientations are expressed using quaternions, the interpolation is computed by

spherical linear interpolation [Sho85]. In either case, camera parameters such as focal length and

aspect ratio should be interpolated separately.

3.10 Uncalibrated View Morphing

So far, we have assumed that the Euclidean camera positions for the two basis views and the syn-

thesized view(s) are known. In this section we consider the case where the camera positions are not

known and demonstrate that the view morphing algorithm may be extended to handle thisuncalibrated

case.

With today’s technology, it is very difficult to obtain reliable estimates of camera positions, even

in a controlled lab environment. Eliminating the need for camera calibration therefore makes the

technique both easier to use and applicable in a wider range of situations. For instance, it becomes

possible to apply the technique to drawings, paintings, and other images for which camera information

is unavailable. In addition, the technique may be applied to interpolate views ofdifferent objectsand

to accommodate a range of 3D shape deformations.

3.10.1 Projective Transformations

By generalizing what we mean by a “view”, the technique described in the previous section can be

extended to accommodate a range of 3D shape deformations. In particular, view morphing can be used

to interpolate between images of different 3Dprojectivetransformations of the same object, generating

new images of the same object, projectively transformed. The advantage of using view morphing in

this context is that salient features such as lines and conics are preserved during the course of the

transformation from the first image to the second. In contrast, straightforward image morphing can

cause severe geometric distortions, as seen in Fig. 3.5.
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As described in Section 3.7, a 2D projective transformation may be expressed as a3 � 3 homo-

geneous matrix transformation. Similarly, a 3D projective transformation is given by a4 � 4 matrix

T. This class of transformations encompasses 3D rotations, translations, scales, shears, and tapering

deformations. ApplyingT to a homogeneous scene point produces the point~Q = TP. The corre-

sponding pointQ in 3D Euclidean coordinates is obtained by dividing~Q by its fourth component.

3D projective transformations are notable in that they may be “absorbed” by the camera transforma-

tion. Specifically, consider rendering an image of a scene that has been transformed by a 3D projective

transformationT. If the projection matrix is given by�, a pointP in the scene appears at positionp in

the image, where~p = �(TP). If we define the3� 4 matrix ~� = �T, the combined transformation

may be expressed as a single projection, representing a view with projection matrix~�.

By allowing arbitrary3 � 4 projections, we can model the changes in shape induced by projec-

tive transformations by changes inviewpoint. In doing so, the problem of interpolating images of

projective transformations of an unknown shape is reduced to a form to which the three-step algo-

rithm of Section 3.9.2 may be applied. However, recall that the three-step algorithm requires that the

camera viewpoints be known. In order to morph between two different faces, this would requirea

priori knowledge of the 3D projective transformation that best relates them. Since this knowledge

may be difficult to obtain, we describe here a modification that doesn’t require knowing the projection

matrices.

3.10.2 Computing Prewarps

Suppose we wish to smoothly interpolate two imagesI0 andI1 of objects related by a 3D projective

transformation. Suppose further that only the images themselves and pixel correspondences are pro-

vided. In order to ensure that in-between images depict the same 3D shape (projectively transformed),

I0 andI1 must first be transformed so as to represent parallel views. As explained in Section 3.9.2,

the transformed images,̂I0 and Î1, have the property that corresponding points appear in the same

scanline of each image, i.e., two pointsp0 2 Î0 andp1 2 Î1 are projections of the same scene point

only if their y-coordinates are equal. In fact, this condition is sufficient to ensure that two views are

parallel, as shown in Appendix A. ConsequentlyI0 andI1 may be made parallel by finding any pair

of 2D projective transformationsH�1
0 andH�1

1 that send corresponding points to the same scanline.

One approach for determiningH0 andH1 using 8 or more image point correspondences is given in

Appendix A.

3.10.3 Specifying Postwarps

To fully determine a view morph,Hs must be provided for each in-between image. Rather than speci-

fying the3�3 matrix explicitly, it is convenient to provideHs indirectly by establishing constraints on

the in-between images. A simple yet powerful way of doing this is to interactively specify the paths of

four image points through the entire morph transition. These control points can represent the positions

of four point features, the endpoints of two lines, or the bounding quadrilateral of an arbitrary image
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Figure 3.9: View Morphing Procedure: A set of features (yellow lines) is selected in original images
I0 andI1. Using these features, the images are automatically prewarped to produceÎ0 andÎ1. The
prewarped images are morphed to create a sequence of in-between images, the middle of which,Î0:5,
is shown at top-center.̂I0:5 is interactively postwarped by selecting a quadrilateral region (marked red)
and specifying its desired configuration,Q0:5, in I0:5. The postwarps for other in-between images are
determined by interpolating the quadrilaterals (bottom).
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region4. Fig. 3.9 illustrates the process: first, four control points bounding a quadrilateral region of

Î0:5 are selected, determining corresponding quadrilaterals inI0 andI1. Second, the control points

are interactively moved to their desired positions inI0:5, implicitly specifying the postwarp transfor-

mation and thus determining the entire imageI0:5. The postwarps of other in-between images are then

determined by interpolating the control points. The four curves traced out by the control points may

also be manually edited for finer control of the interpolation parameters.

The positions of the control points inIs andÎs specify a linear system of equations whose solution

yieldsHs as follows. Each pair of control pointsp = [x y 1]T andp̂ = [x̂ ŷ 1]T are related according

to:

cp̂ = Hsp =

2
664
h11 h12 h13

h21 h22 h23

h31 h32 h33

3
775p

for an unknown scalarc. Eliminatingc yields two linear equations per control point in the coefficients

ofHs:

x(h31x̂+ h32ŷ + h33)� h11x̂+ h12ŷ + h13 = 0

y(h31x̂+ h32ŷ + h33)� h21x̂+ h22ŷ + h23 = 0

Four control points yield eight such equations, which may be solved by adding the constraintkHsk =
1 and using eigenvector techniques5 .

The use of image control points bears resemblance to the view synthesis work of Laveau and

Faugeras [LF94], who used five pairs of corresponding image points to specify projection parameters.

However, in their case, the points represented the projection of a new image plane and optical center

and were specified only in the original images. In our approach, the control points are specified in the

in-betweenimage(s), providing more direct control over image appearance.

3.11 Implementation

This section discusses a number of issues that influence the quality and stability of images produced

by view morphing. We first discuss methods for computing correspondence information and boundary

flow from two basis images. Next, techniques for minimizing degradation from image resampling

are considered. Finally, we note cases where the prewarp procedure becomes unstable and examine

alternative solutions.

4Care should be taken to ensure that no three of the control points are colinear in any image.
5The solution ofAh = 0, khk = 1, is given by the unit eigenvector ofAT

A with eigenvalue 0.
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3.11.1 Correspondence

The most difficult part of the view morphing procedure is determining the image correspondence

information needed to compute the morph between prewarped images. We explored two different

methods for computing correspondence, one based on stereo matching, and one that incorporates user

interaction.

The first approach is to use stereo matching techniques to solve for point correspondences within

epipolar lines. For our experiments, we used a dynamic programming method [OK85a] that exploits

the monotonicity constraint. The prewarped images are in an ideal configuration for stereo matching

because conjugate epipolar lines are horizontal and occupy corresponding scanlines in the two images.

Therefore the images can be correlated one scanline at a time. Within each scanline, corresponding

pixels are determined using the monotonicity constraint, which strongly limits the search space by

fixing the relative pixel ordering. Edge segments are extracted to maintain inter-scanline constraints,

as described in [OK85a].

As described in Section 3.5, a full pixel-correspondence is not needed to synthesize new views.

Rather, we need only to determine boundary flow, i.e., correspondences of pixels at the boundaries

of uniform intervals in epipolar lines. This modification is easily incorporated into existing scanline

stereo matchers using the following preprocessing approach:

1. Segment each epipolar linel into a sequence of intervalsi, where the color of pixels in each in-

terval is nearly uniform. In our implementation, this segmentation was performed by quantizing

the RGB range of each image into a small number of colors (e.g., 30) and grouping consecutive

pixels having the same color quantum into a single interval.

2. Construct a new linel0 consisting of a sequence of pixels, one for each interval ini. The color

of the nth pixel inl0 corresponds to the average color of pixels in the nth interval ofi.

3. For each pair of conjugate epipolar linesl0 and l1, match l00 and l01 using a scanline stereo

matching technique, e.g., [OK85a]. The boundary flow is easily obtained from the resulting

interval correspondence.

There are a number of improvements that could be made to this approach. To reduce the effects

of salt and pepper noise, a higher weight could be assigned to pixels inl0 that correspond to large

intervals ofl. Note also that the segmentation technique of quantizing the image inton colors for

different values ofn could be used to generate a multi-scale representation over the set of uniform

intervals. Specifically, note that small values ofn will cause epipolar lines to be segmented into

a short sequence of large intervals, whereas large values ofn will favor numerous short intervals.

Therefore, the stability of the approach could be improved by iterating the matching procedure for a

sequence of increasing values ofn.

A second approach to determining correspondence is to use user-interaction. Although this re-

quires a human operator and may therefore be impractical for some applications, it allows for high
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quality interpolations of a much broader range of images and is robust to violations of the monotonic-

ity assumption (for instance due to changes in lighting, variations in shape or color, or small-scale

occlusions). For instance, it is possible to interpolate between views ofdifferent objectslike human

faces that have approximately the same shape. In the interactive approach, off-the-shelf image morph-

ing programs can be used to compute the image correspondence and morph of the prewarped image.

In one popular image morphing technique [BN92] a user interactively specifies a set of matching line

segments in the two images. From these lines, the morph program interpolates a dense pixel corre-

spondence. The endpoints of these same line segments are used to automatically prewarp the images,

using the method described in Appendix A. The image warp is then computed by linearly interpolating

the positions and colors of corresponding pixels in the two prewarped images.

The line-specification process is very intuitive and does not require advanced technical skills or

artistic ability on the part of the user. In our experience, roughly 10 line features are often sufficient

to create view morphs that give a good impression of the camera transformation, and 50-100 lines are

sufficient to create high quality image transitions. The procedure is best performed incrementally: a

user specifies a small number of lines, computes a view morph, examines the results, and adds more

lines in image regions that need improvement.

3.11.2 Image Resampling

The prewarping and postwarping operations, combined with the intermediate morph, require multiple

image resampling operations that may contribute to noticeable blurring in the in-between images.

Resampling effects can be reduced by supersampling the input images [Wol90] or by composing the

image transformations into one aggregate warp for each image. The latter approach is especially

compatible with image morphing techniques that employ inverse mapping, such as the Beier and

Neely method [BN92], since the inverse postwarp, morph, and prewarp can be directly concatenated

into a single inverse map. Composing the warps has disadvantages however, including loss of both the

scanline property and the ability to use off-the-shelf image morphing tools to compute the intermediate

interpolation.

3.11.3 Prewarp Stability

The prewarp transformation, as described in Appendix A, relies on thefundamental matrixwhose

computation can be unstable. This instability is particularly prominent when feature positions are

imprecise, or when the features lie on a variety of degenerate 3D configurations [LF96]. Poor prewarps

are easily detected by the scanline property: corresponding points in two prewarped images should

appear in the same scanline (i.e., have the samey coordinate).

Note that in the application at hand, the features used to compute the prewarp are user-specified

and may therefore be controlled to improve stability. For instance, in the presence of outliers it is

best to compute the prewarp from a reliable subset of the image features. This is especially important

when morphing between images of different objects that are approximately related by a 3D projective
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transformation. In this case, the user should point out the subset of features that appear to best fit

a 3D projective transformation. Also, the user should be careful to avoid degenerate sets of feature

correspondences, e.g., coplanar features. In addition, better results are obtained when the features are

well-distributed throughout the pair of images. We have found that it is especially useful to include

features near the image borders.

In some situations, however, the perspective prewarp procedure in Appendix A does not produce

adequate results. For these cases, we instead propose a more stableorthographicprewarp procedure,

which is also described in Appendix A. This technique is preferable for images that are nearly ortho-

graphic, including those taken with a telephoto lens and images of objects whose variation in depth

is small relative to the distance from the camera. Because of the relatively high stability of the al-

gorithm, we have found it to be a useful alternative for any pair of images in which the perspective

prewarp algorithm fails.

3.12 Experimental Results

The view morphing procedure was applied to several pairs of images to evaluate its performance. The

first set of images, shown in Fig. 3.10, represent interpolations of views that were processed using

stereo matching techniques [OK85a] to automatically derive boundary flow information. The images

were prewarped by manually specifying 5-10 point correspondences and using the orthographic pre-

warp procedure described in Appendix A.

Fig. 3.10 shows three pairs of images and halfway interpolations for each pair. In each case,

the postwarp was chosen by averaging the angles of rotation�0 and�1 and scale-translation matrix

T of Appendix A.2.5. Notice that fine details such as the word “BAND-AID” are preserved in the

interpolated images, despite the fact that each image is a product of several warps and resampling

operations. The interpolated images were highpass filtered to help compensate for the blurring incurred

by repeated image resampling.

The Band-Aid box (Fig. 3.10 (a-c)) is a good example of a scene for which monotonicity is sat-

isfied. Images (d-f) and (g-i) pose a greater challenge becomes some regions that are visible in one

image are occluded in the other. For example, a metallic surface of the stapler is visible in (d) but is

completely occluded in (f) This region appears fuzzy inI0:5 due to the cross-dissolve between the two

images. This type of artifact in image morphing is sometimes referred to asghosting.

The final pair of images (g-i) contain a curved toy and a translucent salt shaker. Both objects vio-

late monotonicity, the toy because of its self-occlusion at the contours, and the salt shaker because of

its non-Lambertian surfaces. Still, the interpolation yields very realistic in-between images. We have

found that local violations of the monotonicity assumption cause only local errors in corresponding

regions of the interpolated images and do not corrupt the entire view morphing procedure. This prop-

erty is reflected in image (e), where the occlusion of the stapler surface affected only a limited area in

the interpolated image.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.10: View morphs of three image pairs with automatic stereo matching. The original images
I0 andI1 are shown in the left and right columns respectively, and an interpolated viewI0:5 is shown
at center.
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I0 I0:25 I0:5 I0:75 I1
Figure 3.11: Facial View Morphs. Top: morph between two views of the same person. Bottom: morph
between views of two different people. In each case, view morphing captures the change in facial pose
between original imagesI0 andI1, conveying a natural 3D rotation.

The second set of images demonstrates the use of interactive techniques to facilitate the compu-

tation of image correspondences. For each pair of images in this set, we manually selected 50–100

corresponding line features. These features were used to automatically prewarp the images to achieve

parallelism using the method described in Appendix A. Inspection of the prewarped images confirms

that corresponding features, e.g., in Fig. 3.9, do in fact occupy the same scanlines. An implementa-

tion of the Beier and Neely field-morphing algorithm [BN92] was used to compute the intermediate

images, based on the same set of features used to prewarp the images. The resulting images were

postwarped by selecting a quadrilateral region delimited by four control points inÎ0:5 and moving the

control points to their desired positions inI0:5. The final positions of the control points for the image

in the center of Fig. 3.9 were computed automatically by calibrating the two images based on their

known focal lengths and interpolating the changes in orientation [Fau93].

Fig. 3.11 shows results for interpolating human faces in varying poses. The first example shows

selected frames from a morph computed by interpolating views of the same person facing in two

different directions. The resulting animation depicts the subject continuously turning his head from

right to left. Because the subject’s right ear is visible in only one of the original images, it appears

“ghosted” in intermediate frames due to the interpolation of intensity values. In addition, the subject’s

nose appears slightly distorted as a result of similar changes in visibility. The second sequence shows

a morph between different views of twodifferent faces. Interpolating different faces is one of the

most popular applications of image morphing. Here, we combine image morphing’s capacity for

dramatic facial interpolations with view morphing’s ability to achieve changes in viewpoint. The result
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is a simultaneous interpolation of facial structure, color, and pose, giving rise to an image transition

conveying a metamorphosis that appears strikingly 3D.

Fig. 3.12 compares image morphing with view morphing using two ray-traced images of a he-

licopter toy. The image morph was computed by linearly interpolating corresponding pixels in the

two original images. The change in orientation between the original images caused the in-between

images to contract. In addition, the bending effects seen in Fig. 3.5 are also present. Image morphing

techniques such as [BN92] that preserve lines can reduce bending effects, but only when line features

are present. An interesting side-effect is that a large hole appears in the image morph, between the

stick and propeller, but not in the view morph, since the eye-level is constant throughout the transition.

View morphs may also produce holes, but only as a result of a change in visibility.

Fig. 3.13 illustrates distortions that can occur in facial image morphs. In this example, Beier

and Neely’s method [BN92] was used to compute an image morph between an image of Leonardo

da Vinci’s Mona Lisaand its mirror reflection. The bending effects present in Fig. 3.12 are not as

noticeable in this example, due to the smaller angle of rotation and the line-preserving properties of the

Beir and Neely method. However, the contraction effects are strongly evident, especially when several

in-between images are viewed in sequence. In particular, the face undergoes a horizontal contraction

and appears unnaturally gaunt towards the half-way point of the image morph. Simultaneously, the

neck and bust contract vertically, resulting in an accordion-like effect in which the figure compresses

and then decompresses during the course of the image morph. In contrast, a view morph between the

two images produces a more realistic transition that conveys a true 3D rotation of the head and torso.

3.13 Discussion

This chapter presented a detailed analysis of the view synthesis problem for the case of two input

views. This problem is important because it provides a base case for more general view synthesis

problems (Chapter 5 presents extensions ton basis views). It is also interesting in its own right and

has immediate applications of practical importance such as teleconferencing [TP94], face recognition

[Sei97, SY97], stereo display [MB95a], and special effects [SD96c].

A main contribution was the uniqueness result for in-between views, which proved that all views

of a scene between two cameras are uniquely determined from two basis images. Furthermore, these

in-between views can be synthesized without 3D shape information, dense pixel correspondence, or

knowledge of camera positions. A critical assumption wasmonotonicity, which dictates that no oc-

clusions occur for the entire range of in-between views. The constraints of Lambertian surfaces and

fixed illumination were also used to make the problem well-posed. This result is significant because

it provides a theoretical basis for representing a scene’s appearance with a collection of basis images.

In particular, two views are sufficient to model appearance for the continuum of in-between views.

In contrast, shape reconstruction is not generally possible from two views, due to ambiguities in the

correspondence problem [Mar82, PTK85, VP89].

A second contribution was theview morphingalgorithm for synthesizing high-quality in-between
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Figure 3.12: Image Morphing Versus View Morphing. Top: image morph between two views of a
helicopter toy causes the in-between images to contract and bend. Bottom: view morph between the
same two views results in a physically consistent morph. In this example the image morph also results
in an extraneous hole between the blade and the stick. Holes can appear in view morphs as well.

Figure 3.13: Top: image morph between Mona Lisa image and its reflection causes unnatural horizon-
tal and vertical contraction of the face and torso. Bottom: view morph yields a more realistic transition
that preserves the underlying 3D geometry.



38

views by warping two basis images. While the uniqueness result demonstrates that in-between views

are theoretically determined, this algorithm provides a practical method for synthesizing high-quality

in-between views from two basis images. Furthermore, whereas the theory requires strong assump-

tions, i.e., Lambertian surfaces, monotonicity, fixed illumination and shape, the algorithm demon-

strates considerable robustness with respect to violations of these assumptions. Indeed, some of the

most striking results were obtained for scenes in which the shading and shape differed significantly in

the two basis images. In addition to a change in camera viewpoint, in these cases view morphing also

conveys a realistic transformation of shape and illumination.

The best results were obtained when visibility was nearly constant, i.e., most scene points were

visible in both basis views. Occlusion causes aghostingeffect, due to the cross-dissolve, in which

unmatched points appear at fractional-intensity in in-between views. During the course of the morph

transition, these points appear to slowly fade in or out. While barely noticeable in some sequences,

ghosting becomes more of a problem when the unmatched region overlaps a perceptually salient fea-

ture in the scene. For instance, the right ear is occluded in one basis image image of Fig. 3.1 and

appears unnatural in the in-between views.

The most challenging aspect of the view morphing approach is the correspondence problem, i.e.,

determining corresponding pixels or regions in the two basis images. Unlike most other view synthesis

algorithms, view morphing does not require computing a complete optical flow map; rather,boundary

flow is sufficient. While boundary flow is simpler to compute, it still requires solving a difficult stereo

correspondence problem that is sensitive to image noise and quantization effects.

This chapter explored both automatic and manual solutions to the boundary correspondence prob-

lem. It is interesting to note that the “boundaries” in boundary flow typically correspond to per-

ceptually salient features in the scene; in particular, surface and texture discontinuities represent the

strongest boundaries. A consequence of this observation is that the performance of the view morphing

algorithm is dependent most critically on the correspondence accuracy at these key features. Indeed,

for the manual approach described in Section 3.11.1, a user typically specifiesonly these key fea-

tures, e.g., eyes, nose, mouth, and silhouette. Correct correspondences at these features were sufficient

to produce realistic morphs. In contrast, correspondence errors at these features yielded very poor

morphs. The stereo correspondence techniques used in our implementation were much more likely to

generate erroneous correspondences at these features than were human operators, and consequently

tended to produce poorer results. Possible improvements could be obtained by using specialized fea-

ture detectors [BP93, PMS94, Per96] to facilitate automatic correspondence of key features like the

eyes, nose, mouth. Another possibility would be to use a mixture of automatic and manual techniques,

for instance using user-specified features to bootstrap a stereo refinement procedure, as in [DTM96].
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Chapter 4

Single-View Morphing

When an object has bilateral symmetry, view morphs can be computed from a single image by inter-

polating the image with its mirror reflection. For example, Fig. 3.13 depicts a view morph between

an image of Leonardo da Vinci’sMona Lisaand its reflection. Although the two sides of the face and

torso are not perfectly symmetric, the morph conveys a convincing facial rotation.

The ability to artificially change the viewpoint of a single image suggests using view morphing

as a means forphoto correction. A portrait taken slightly off-center could be view morphed into

a front-on view in the lab. Similarly, a professional photographer could interactively fine-tune an

image’s perspective after inspecting the developed photograph. These capabilities would add increased

flexibility in the image acquisition process and provide the photographer with a powerful new set of

image post-processing tools.

Photo correction also has potential uses in face recognition and image database applications. Most

face recognition techniques [SI92, CWS95] use 2D pattern recognition methods to correlate an ob-

served face with a database of reference images of known faces. In order to maintain low error rates,

image acquisition must be carefully controlled to ensure that the facial pose is the same (e.g., frontal)

in all views. To achieve better accuracy, these systems should compensate for differences in face orien-

tation between the observed and reference images. One way of doing this is to normalize the images,

using the procedure in Fig. 3.13, to convert both observed and reference images to front-facing views

prior to recognition. An alternative approach that has recently been explored by several researchers

[BP96, PMS94, MN90] is to estimate both poseand identity by acquiring images of each reference

face from several different viewpoints. While this latter approach can cope with asymmetries and

vertical head displacements, it is significantly more complicated and is only applicable when multiple

views of each face are obtainable.

A few images from a hypothetical image database and their normalized versions are shown in

Fig. 4.1. This figure also shows artifacts that can arise as a result of this normalization process.

View morphing an image with its mirror reflection produces an image that is horizontally symmetric.

Asymmetries in illumination or shape can produce unnatural-looking effects. The rightmost image in

Fig. 4.1 is problematic because of two strong asymmetries—the illumination is one-sided and much

of the right side of the head is occluded. As a result, the lighting and some facial contours in the

normalized image appear distorted. Problems also occur consistently at hair lines, which appear un-

naturally symmetric in the corrected images. These artifacts are relatively minor, however; the synthe-

sized images clearly preserve the overall shape, color, and features of the original face and are easily
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Figure 4.1: Photo correction. An image database of differently oriented faces (top) can be normalized
using view morphing so that the faces are all horizontally front-facing (bottom).

recognizable to the human eye. Preliminary results by Seales and Yuan [SY97] indicate significant im-

provements in recognition accuracy when this approach is used to bootstrap 2D eigenface techniques

[TP91].
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Chapter 5

N-View Morphing

Chapter 3 focused on image synthesis from exactly two basis views. The two-view algorithm can

in fact be used to compute interpolations between three or more views by reducing the problem to

a series of two-view interpolations. The advantage of introducing additional basis images is that a

greater range of views can be synthesized. Suppose for instance that we have three basis views that

satisfy monotonicity pairwise (i.e.,(I0;I1), (I0;I2), and(I1;I2) each satisfy monotonicity). Three

basis views permit synthesis of a triangular region of view space, delimited by the three optical centers.

As shown in Fig. 5.1, each pair of basis images determines the views along one side of the triangle,

spanned byC0C1,C1C2, andC2C0.

5.1 Strong Monotonicity

What about interior views, i.e., views with optical centers in the interior of the triangle? Indeed, any

interior view can be synthesized by a second interpolation, between a corner and a side view of the

triangle. However, the assumption that monotonicity applies pairwise between corner views is not

sufficient to infer monotonicity between views in the interior of the view triangle; monotonicity is not

transitive. In order to predict interior views, a slightly stronger constraint is needed. Let4C0C1C2

denote the closed triangular region delimited byC0,C1, andC2. Strong monotonicitydictates that for

every pair of scene pointsP andQ, the linePQ does not intersect4C0C1C2. Strong monotonicity

is a direct generalization of monotonicity; in particular, strong monotonicity of4C0C1C2 implies

that monotonicity is satisfied between every pair of views positioned in this triangle, and vice-versa.

Consequently, strong monotonicity permits synthesis of any view in4C0C1C2.

Now suppose we haven basis views with optical centersC0; : : : ;Cn�1 and strong monotonicity

applies between each triple of basis views1. By the preceding argument, any triple of basis views

determines the triangle of views between them. In particular, any view on the convex hullH of

C0; : : : ;Cn�1 is determined, asH is comprised of a subset of these triangles. Furthermore, the

interior views are also determined: letC be a point in the interior ofH and choose a cornerCi onH.

The line throughC andCi intersectsH in a pointK. SinceK lies on the convex hull, it represents the

optical center of a set of views produced by two or fewer interpolations. BecauseC lies onCiK, any

view positioned atC is determined as well by one additional interpolation, providing monotonicity

is satisfied betweenCi andK. To establish this last condition, observe that for monotonicity to be

1In fact, strong monotonicity for each triangle on the convex hull ofC0; : : : ;Cn�1 is sufficient.
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Figure 5.1: N-View Morphing. (a): The optical centersC0,C1, andC3 of three basis imagesI0, I1,
andI2, determine aview triangle. If strong monotonicity applies, any view in the triangle may be
synthesized. For example, a viewI with optical centerC is synthesized by interpolatingI1 andI2.
An interior view atK is produced by a subsequent interpolation ofI andI0. (b): Forn basis images,
any view within the convex hull of the camera centers can be generated with three interpolations.

violated there must exist two scene pointsP andQ such thatPQ intersectsCiK, implying thatPQ

also intersectsH. Thus,PQ intersects at least one triangle4CiCjCk onH, violating the assumption

of strong monotonicity. In conclusion,n basis views determine the 3D range of viewspace contained

in the convex hull of their optical centers.

5.2 Limitations

This constructive argument suggests that arbitrarily large regions of viewspace may be constructed

by adding more basis views. However, the prediction of any range of view space depends on the

assumption of strong monotonicity which dictates that no occlusions occur between any pair of views

in the entire range. As noted in Section 3.5, a monotonic range may span no more than a single aspect

of an aspect graph [SD96a], thus limiting the range of views that may be predicted.

In principle, a large range of views could be predicted by partitioning view space into monotonic

ranges and using a different set of views to represent each range. This strategy is problematic, however,

for moderately complex scenes and even some surprisingly simple objects. For instance, consider the

case of a sceneS containing a single Lambertian sphere. Any monotonic range of views ofS contains

at most one view, due to the fact that the set of visible points differs between any two views of a sphere.

Therefore, a sphere represents a degenerate case for which view morphing cannot guarantee correct

results. Although physically-correct results are not ensured,realistic results are often obtainable when

monotonicity is violated. Fig. 3.10 (g-i) show an example similar to the sphere in which good results
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are obtained for a curved object.

This limitation of view morphing is due to the treatment of images as being atomic; each image

is interpolated as a whole, thereby requiring constant visibility over the entire image. The other ex-

treme would be to treat each pixel independently, as the projection of a point with its own visibility

characteristics. This, in essence, is the approach taken in the next chapter, which provides a practical

framework for view synthesis from numerous basis images.
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Chapter 6

A Multi-View Approach:

Voxel Coloring

View morphing demonstrates the feasibility of view synthesis and provides a robust algorithm for

interpolating a pair of images. However, scene visibility is necessarily limited to what appears in only

two basis views. In contrast, our goal in this chapter is to devise an algorithm capable of synthesizing

arbitrary new views of a static scene from a set of basis views that are widely distributed about the

environment. Specifically, our objectives are:

� Photo-integrity: The synthesized views should accurately reproduce the input images, preserv-

ing color, texture and pixel resolution

� Broad Viewpoint Coverage: new views should be accurate over a large range of target view-

points. Therefore, thebasis viewsshould be widely distributed about the environment

In principle, adding more basis views should improve the fidelity of synthesized views. However,

as noted in Chapter 5, the additional images introduce a whole range of new problems, like occlusion,

calibration, correspondence, and representational issues. Whereas the two-image problem has been

thoroughly studied in computer vision, theories of multi-image projective geometry, calibration, and

correspondence have only recently begun to emerge [Sha94, Har94, LV94, Tri95, FM95, HA95]. Fur-

thermore, the view synthesis problem, as presently formulated, raises a number of unique challenges

that push the limits of existing multi-image techniques.

In this chapter, we describe an approach for view synthesis from multiple basis views that seeks to

bypass the limitations of the two view approach, e.g., limited scene visibility, while retaining many of

the theoretical and practical advantages of the view morphing algorithm, e.g., uniqueness properties

and performance. Instead of approaching this problem as one of shape reconstruction, we formulate

a color reconstructionproblem, in which the goal is an assignment of colors (radiances) to points in

an (unknown) approximately Lambertian scene. As a solution, we present avoxel coloringtechnique

that traverses a discretized 3D space in “depth-order” to identify voxels that have a unique coloring,

constant across all possible interpretations of the scene. This approach has several advantages over ex-

isting stereo and structure-from-motion approaches to pixel correspondence and scene reconstruction.

First, occlusions are explicitly modeled and accounted for. Second, the cameras can be positioned

far apart without degrading accuracy or run-time. Third, the technique integrates numerous images to

yield dense reconstructions that are accurate over a wide range of target viewpoints.



45

The remainder of this chapter is structured as follows. Section 6.1 discusses the correspondence

problem for view synthesis from numerous basis views and reviews capabilities and limitations of

existing solutions. Section 6.2 introduces the voxel coloring paradigm as a means for determining

correspondence and visibility inscene space. Section 6.3.1 defines the notion ofcolor invariants

and describes their importance for voxel coloring. Section 6.4 presents an efficient algorithm for

computing a voxel coloring using alayeringstrategy, and Section 6.5 presents experimental results of

applying the algorithm to real and synthetic basis images.

6.1 Pixel Correspondence for View Synthesis

In order to synthesize an imageIs of a scene from a set of basis imagesI0; : : : ; In, we must determine

the image color (irradiance) of each pixelp 2 Is. For Lambertian scenes, this problem reduces to that

of computing the optical flow fieldsCsi : Is ) Ii and using the relation

color(p; Is) = color(Csi(p); Ii)

As noted in [PTK85, Bas92] however, optical flow computation is an inherently ill-posed problem

and cannot be solved without additional assumptions on scene structure and camera placement. In

Section 3.5 we used the assumption of monotonicity to enable a solution sufficient for view synthesis.

However, to cope with changes in visibility, i.e., occlusions and changing field of view, a different

approach is required.

In this section, we briefly review several approaches for computing pixel correspondences that

have been used in view synthesis applications. Table 6.1 provides a qualitative comparison of these

methods. The column headings represent conditions to which some approaches are sensitive, i.e.,

presence of such a condition imposes a performance penalty. Occlusion is caused by changes in scene

visibility between basis views, and causes points to appear and disappear in different views. Large

view separation is problematic for methods that assume small pixel displacements. Concave surfaces

cannot be detected and therefore cause errors for techniques that operate solely on silhouette or oc-

cluding contour information. Note that Table 6.1 does not attempt to compare the relativeaccuracy

of these different techniques. Rather, we seek to capture their relative strengths and weaknesses and

identify the conditions in which each approach is most applicable. For comparison, we also listvoxel

coloring, the technique presented in this chapter.

6.1.1 Optical Flow

Avidan and Shashua [AS97] used optical flow correlation in conjunction with a trilinear tensor tech-

nique to generate new views from uncalibrated basis images. They achieved good results by correlating

closely spaced frontal images of human faces. Faces present an ideal match for optical flow techniques

due to the existence of individual views from which all points on the face are visible.
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Technique
Condition occlusion

large view
separation

surface
concavity

optical flow [AS97]
p

stereo [OLC93, KRN97, Sch96]
p

feature tracking [TK92, BTZ96]
p

contour tracking [CB92, SF95]
p

volume intersection [MKKJ96, MTG97]
p p

EPI analysis [BBM87, KTOT95]
p p

Space-Sweep [Col96]
p p

voxel coloring [SD97b]
p p p

Table 6.1: Comparison of Correspondence Approaches. These approaches are evaluated with respect
to their use for producing pixel correspondence maps under various conditions. A check indicates that
a technique isrobustwith respect to a particular condition, i.e., the presence of that condition imposes
virtually no performance penalty.

A variety of techniques exist for computing optical flow fieldsCij (see [BFB94] for a survey

and comparison). While it has been shown that optical flow estimates can be directly measured only

at brightness discontinuities [Mar82, PTK85], smoothness conditions can be imposed to derive dense

flow fields. Imposing smoothness is problematic, however, as it tends to produce poor results at motion

discontinuities and occlusion boundaries. Furthermore, most optical flow techniques use gradient

methods, window correlation, or velocity tuned filters, all of which require small image displacements.

We note that a number of techniques have been developed that are less susceptible to the afore-

mentioned problems. For instance,mixture-methodsand parameterized models have been proposed

[WA94, DP95, BA96] to avoid smoothing over flow discontinuities. Other researchers have used

coarse-to-fine schemes [BA83] to enable the recovery of flow fields with larger image displacements.

6.1.2 Stereo

Because of its relatively high accuracy, stereo is by far the most popular correspondence technique for

view synthesis practitioners [OLC93, KRN97, WHH95, SD95b, MB95b, Sch96, DTM96]. However,

problems with occlusions, widely separated views, and the need for specialized camera rigs make it

impractical for many applications.

Stereo represents an adaptation of optical flow to the problem of matching two calibrated views of

the same rigid scene. These additional constraints enable the problem to be reduced, in principle, to

a series of one-dimensional searchs along conjugate epipolar lines. As such, stereo techniques tend to

suffer from the same limitations as optical flow methods, namely problems with occlusions, surface

discontinuity, and widely spaced views.

Recently, a number of researchers have devised techniques to improve the performance of binoc-

ular stereo in the presence of occlusion, e.g., using Bayesian techniques [BM92, GLY92] and masks

[NMSO96] to detect half-occluded regions. Trinocular [SD88, AL91] and multiple-baseline stereo
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methods [OK85b] enable larger cumulative baselines and have been shown to improve matching ac-

curacy. Still, individual views must generally be close together. Another approach for integrating

disparate views is to arrange cameras in clusters and to compute stereo reconstructions from each

cluster [KRN97]. The resulting partial models can be subsequently merged [TL94, CL96] to form a

more complete reconstruction. This split and merge approach has proven most successful when the

partial reconstructions to be merged are individually quite accurate, e.g., as obtainable by high-end

laser range scanners. Integration of noisier stereo-derived models is significantly more difficult, if fine

detail is to be preserved.

6.1.3 Feature Tracking

Several researchers have applied feature tracking techniques in association with shape-from-motion

methods to recover high quality texture-mapped 3D models [TK92, BTZ96], suitable for view synthe-

sis. However, because feature tracking does not yield dense correspondence fields, accuracy is ensured

only in places where features have been detected and reliably tracked.

In contrast to optical flow and stereo algorithms whose flow fields are dense but often noisy, feature

tracking methods seek to compute sparse but reliable correspondence maps. These latter methods

detect correspondences only at fiducial features, e.g., corners or lines, and track the positions of these

features throughout a dense sequence of images. In many cases, feature tracking approaches are able

to reliably follow features over a long sequence of images, making this approach well-suited as an

input source for shape-from-motion techniques. Problems occur, however, when features disappear

(e.g., due to occlusion or detection failure), when the image displacement is large (e.g., due to large

view separation), and when two similar features appear close together in an image. Solving the last

problem requires combinatorial algorithms [Cox93] to keep track of all possible associations over a

long image sequence. The search can be simplified by using heuristic pruning techniques [Cox93] or

by imposing the assumption of a rigid scene [BCZ93, SD95a].

6.1.4 Contour Tracking and Volume Intersection

Moezzi et al. [MKKJ96, MTG97] applied a volume intersection technique to derive texture-mapped

models for the purpose of view synthesis, using background subtraction to obtain silhouettes. Volume

intersection techniques are attractive because, unlike most methods, they permit the input cameras to

be arbitrarily far apart. However, they cannot detect concavities and are therefore less accurate than

other methods.

Contour-based methods are a class of correspondence techniques that exploit the motion of the sil-

houette or occluding contours as a function of viewpoint to infer surface shape. These approaches can

be characterized by whether or not they use temporal derivatives of the contour. While temporal deriva-

tives provide useful shape and correspondence information [CB92, SF95], computation of temporal

derivatives requires closely space views. Alternatively, surface shape can be inferred directly from the

silhouette usingvolume intersection[MA91, Sze93] and other direct approaches [KD95a, Kut97].
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A fundamental shortcoming of contour-based methods is that they fail at concavities and compute

only thevisual hull [Lau95, KD95b], an approximation of the true shape. Furthermore, they require

the detection of occluding contours or silhouettes, a difficult problem in itself.

6.1.5 EPI Analysis

Motivated by applications in holography, Katayama et al. [KTOT95] adapted epipolar plane (EPI)

analysis techniques for view synthesis. A key feature of their technique is that occlusions are explicitly

modeled during the image correlation step. A constraint of the method is that the basis views must all

lie along a line and be closely-spaced.

Epipolar plane analysis is a class of techniques introduced by Bolles, Baker, and Marimont [BBM87,

BB89], to track and reconstruct features in closely-spaced views of a rigid scene. Stacking sequential

images one on top of another forms anXY T cube, called anepipolar volume. Under the constraint

of linear camera motion, projected scene points trace out linear paths in slices of this epipolar vol-

ume. Therefore, point correspondences can be determined by applying line-detection techniques in

individual EPI slices.

A key advantage of the EPI approach is its representation of occlusions. When two lines cross in

the epipolar volume, the line with larger slope always corresponds to the occluder, i.e., the point which

is closer to the axis of camera translation. Therefore, occlusions can be resolved by fitting lines in the

order of decreasing slope [KTOT95].

6.1.6 Scene Space Methods

Determining correspondences using local image correlation methods, e.g., feature tracking or optical

flow, is problematic when the motion between images is large. An alternative approach is to perform

matching inscene spaceby detecting correspondences that are consistent with a rigid 3D scene. To

our knowledge, scene space methods have not been used previously for view synthesis. However, they

are similar in spirit to the method presented in this chapter and are consequently mentioned here as

related work.

Seitz and Dyer [SD95a] proposed an approach that uses the correspondences of four point features

in a sequence of views to determine the correspondences of all other features, using an assumption of

scene rigidity. Each point or line feature in an image “votes” for the scene subspace that projects to that

feature. Votes are accumulated when two or more subspaces intersect, indicating the possible presence

of a point or line feature in the scene. A restriction of this technique is that it detects correspondences

only for features that appear in all images.

Collins [Col96, Col97] proposed aSpace-Sweepapproach in which features are matched by sweep-

ing a plane through the scene and accumulating votes for points on the plane that project to features

in the images. Correspondences are identified by modeling the statistical likelihood of accidental

accumulation and thresholding the votes to achieve a desired false positive rate. As with [SD95a],

occlusions are not explicitly modeled in the Space-Sweep approach.
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Zitnick and Webb [ZW96] described a scene space stereo technique that reconstructs scene regions

that project unoccluded to the basis images. They noted that the correspondence problem is funda-

mentally ill-posed in the presence of occlusion, but can be solved when occlusion does not occur. By

posing the problem as one of 3D surface extraction, it is possible to detect regions that are unoccluded

in the basis images and thereby solve the correspondence problem for these image regions.

6.1.7 Discussion

Our objective in this chapter is to synthesize new views of a scene from a set of basis views that are

widely distributed about the environment. Inspection of Table 6.1 indicates that existing techniques

are not well-suited for providing the correspondence information sufficient for this purpose, due to

problems with occlusion, camera separation, or concavities. In particular, these approaches do not

guaranteeconsistentflow fields when occlusion is present, even under idealized conditions.

For instance, suppose we had two or more viewsV0; : : : ; Vn of a perfect Lambertian sceneS under

constant illumination, in which all internal and external camera parameters were precisely known.

Furthermore, suppose all sources of error could be ignored, including those due to camera calibration,

image quantization, and noise. While we could not hope to measure the flow-fields corresponding to

the true scene [PTK85], we might reasonably expect to compute aconsistentset of flow fields, i.e.,

one corresponding to some sceneS 0 that appears identical toS from the basis viewpointsV0; : : : ; Vn.

However, existing algorithms do not guarantee a consistent set of flow fields when occlusion is present.

We believe that this shortcoming is due to the difficulty of reasoning about occlusion in image

space, and instead advocate a scene space formulation for determining correspondence information.

The advantages of this approach are two-fold: (1) it provides a framework for representing and ana-

lyzing the space of consistent scenes, and (2) the physical relations giving rise to occlusion are easily

apparent and easily formalized. Therefore, scene space algorithms can be devised to take occlusions

into account explicitly, and hence provide guarantees on the consistency of derived flow fields.

6.2 The Voxel Coloring Problem

In this section we introduce a new scene space framework for deriving dense correspondence informa-

tion from multiple viewsV0; : : : ; Vn. Rather than solve for then2 flow fieldsCij directly, we instead

reconstruct a colored, voxel-based 3D scene that is consistent with all of the basis views. This scene

can either be reprojected to synthesize new views as in [SD97b], or used to compute correspondence

maps for image-warping methods such as [CW93, LF94, MB95b, SD96c, Sch96]. The approach has

the unique feature that it guarantees a consistent scene and set of flow fields when all assumptions are

met.

The voxel coloring problem is to assign colors (radiances) to voxels (points) in a 3D volume so as

to achieve consistency with a set of basis images, as shown in Fig. 6.1. That is, rendering the colored

voxels from each basis viewpoint should reproduce the original image as closely as possible. More
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Figure 6.1: Voxel Coloring. Given a set of basis images and a grid of voxels, we wish to assign color
values to voxels in a way that is consistent with all of the images.

formally, a 3D sceneS is represented as a set of opaque Lambertian voxels (volume elements), each of

which occupies a finite homogeneous scene volume centered at a pointV 2 S, and has a fixed color.

We assume that the scene is entirely contained within a known, finite bounding volume. The set of all

voxels in the bounding volume is referred to as thevoxel spaceand denoted with the symbolV. An

image is specified by the setI of all its pixels, each centered at a pointp 2 I. For now, assume that

pixels are infinitesimally small.

Given an image pixelp 2 I and sceneS, we refer to the voxelV 2 S that is visible inI and

projects top byV = S(p). A sceneS is said to becompletewith respect to a set of images if, for

every imageI and every pixelp 2 I, there exists a voxelV 2 S such thatV = S(p). A complete

scene is said to beconsistentwith a set of images if, for every imageI and every pixelp 2 I,

color(p; I) = color(S(p);S) (6.9)

We use the symbol@ to denote the set of all consistent scenes. We may now define the voxel coloring

problem formally:

Voxel Coloring Problem: Given a set of basis imagesI0; : : : ; In and a voxel spaceV,

determine a subsetS � V and a coloringcolor(V;S), such thatS 2 @.

In order to solve this problem we must consider the following two issues:

� Uniqueness: Multiple voxel colorings may be consistent with a given set of images. How can

the problem be well-defined?
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� Computation: How can a voxel coloring be computed from a set of input images without

combinatorial search?

Assuming that the images represent projections of the same Lambertian scene, it’s clear that a

consistent voxel coloringexists, corresponding to the set of points and colors on surfaces of the true

scene1. Rarely, however, is the voxel coloringunique, given that a set of images can be consistent with

more than one rigid scene. Determining a scene’s spatial occupancy, i.e.,S, is therefore an ill-posed

task because a voxel contained in one consistent scene may not be contained in another (see Fig. 6.2).

Furthermore, a voxel may be contained in two consistent scenes, but have different colors in each (see

Fig. 6.3). Consequently, additional constraints are needed in order to make the problem well-posed.

Computing voxel colorings poses another challenge. Observe that the underlying space is combi-

natorial: anN �N �N grid of voxels, each withM possible color assignments yields2N
3

possible

scenes andMN3

possible color assignments. Clearly, a bruce-force search through this space is not

feasible.

6.3 Color Invariants

Given a multiplicity of solutions to the voxel coloring problem, the only way to recover intrinsic

scene information is throughinvariants—properties that are satisfied byeveryconsistent scene. For

instance, consider the set of voxels that are contained in every consistent scene. Laurentini [Lau95]

described how these invariants, calledhard points, could be recovered by volume intersection from

binary images. Hard points provide absolute information about the true scene but are relatively rare;

some images may yield none (see, for example, Fig. 6.2). In this section we describe a more frequently

occurring type of invariant relating to color rather than shape.

A voxel V is acolor invariant with respect to a set of images if: (1)V is contained in

a scene consistent with the images, and (2) for every pair of consistent scenesS andS 0,
V 2 S \ S 0 impliescolor(V;S) = color(V;S 0).

Unlike shape invariance, color invariance does not require that a point be contained in every con-

sistent scene. As a result, color invariants are more prevalent than hard points. In particular, it will

be shown that the union of all color invariants itself yields a consistent scene, i.e., a complete voxel

coloring, as depicted in Fig. 6.4. Therefore, the voxel coloring problem can be reformulated as a well-

posed problem by solving for the consistent scene corresponding to the set of color invariants. In order

to make the problemtractable, however, additional constraints are needed.

1This argument holds only in the limit, when voxels are infinitesimally small, or else when the true scene issampled, i.e.,
representable as a finite collection of axis-aligned cubes.
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Figure 6.2: Spatial Ambiguity. Both voxel colorings appear identical from these two viewpoints,
despite having no colored voxels in common.
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Figure 6.3: Color Ambiguity. Both voxel colorings appear identical from these two viewpoints. How-
ever, note the presence of a voxel (second row, center) that has a different color assignment in the two
scenes.
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Figure 6.4: Color Invariants. Each of these six voxels has the same color in every consistent scene
in which it is contained. The collection of all suchcolor invariantsforms a consistent voxel coloring
denotedS, as depicted above. Note that the voxel with two color assignments in Fig. 6.3 is not
contained inS.

6.3.1 The Ordinal Visibility Constraint

Note that color invariants are defined with respect to the set@ of all consistent scenes—a combinatorial

space. Clearly, an explicit search through this space is not computationally feasible. In order to make

the problem tractable, we introduce a novel geometric constraint on camera placement relative to the

scene that simplifies the analysis. Thisordinal visibility constraintenables the identification of the

set of color invariants as a limit point of@. As such, they can be computed directly, via a single pass

though the voxel space.

LetP andQ be scene points andI be an image from a camera centered atC. We sayP occludes

Q if P lies on the line segmentCQ. We require that the input cameras be positioned so as to satisfy

the following constraint:

Ordinal visibility constraint: There exists a normk � k such that for all scene pointsP

andQ, and input imagesI,P occludesQ in I only if kPk < kQk.

We call such a normocclusion-compatible. For some camera configurations, it is not possible

to define an occlusion-compatible norm. However, a normdoesexist for a broad range of practical

configurations. For instance, suppose the cameras are distributed on a plane and the scene is entirely

below that plane, as shown in Fig. 6.5(a). For every such viewpoint, the relative visibility of any two

scene points depends entirely on which point is closer to the plane, so we may definek�k to be distance

to the plane. More generally, the ordinal visibility constraint is satisfied wheneverno scene point is

contained within the convex hullC of the camera centers. Here we use the occlusion-compatible

normkPk
C
, defined to be the Euclidean distance fromP to C. For convenience,C is referred to as the
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(a) (b)

Figure 6.5: Compatible Camera Configurations. Both of the following camera configurations satisfy
the ordinal visibility constraint: (a) an overhead inward-facing camera moved 360 degrees around an
object, and (b) a rig of outward-facing cameras distributed around a sphere.

camera volume. Fig. 6.5 shows two useful camera configurations that satisfy this constraint. Fig. 6.5(a)

depicts an inward-facing overhead camera rotating360� around an object. Ordinal visibility is satisfied

provided the camera is positioned slightly above the object. The constraint also enables “panoramic”

configurations of outward-facing cameras, as in Fig. 6.5(b).

6.3.2 Properties of Color Invariants

To establish that color invariants exist, letI0; : : : ; In be a set of images for which the ordinal visibility

constraint is satisfied. For a given image pointp 2 Ij defineVp to be the voxel infS(p) j S consistentg
that is closest to the camera volume. We claim thatVp is a color invariant. To establish this, observe

thatVp 2 S impliesVp = S(p), for if Vp 6= S(p), S(p) must be closer to the camera volume, a

violation of our assumptions. It follows from Eq. (6.9) thatVp has the same color in every consistent

scene, i.e.,Vp is a color invariant.

Note that the preceding argument demonstrated not only that color invariants exist, but thatevery

pixel in the basis images has a corresponding color invariant. We denote the collection of these color

invariants asS:

S = fVp j p 2 Ii; 0 � i � ng

It is easily shown thatS is a consistent scene. Note thatS is complete, since it contains a voxel

corresponding to each pixel in the basis images. To show that it is consistent, for eachV 2 S, choose

p 2 Ii, 0 � i � n, such thatV = S(p). Define

color(V;S) := color(p; Ii) (6.10)

To show that this coloring is well defined, supposep 2 Ii andq 2 Ij are two points such that

S(p) = V = S(q). Let S be a consistent scene such thatV 2 S. By the definition ofS, it follows
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thatS(p) = V = S(q). Hence, by Eq. (6.9),

color(p;Ii) = color(V;S) = color(q;Ij)

Therefore Eq. (6.10) is a well-defined voxel coloring and is consistent with the basis images.

Fig. 6.4 showsS for the pair of images in Figs. 6.2 and 6.3. These six voxels have a unique color

interpretation, constant in every consistent scene. They also comprise the closest consistent scene

to the cameras in the following sense—every point in each consistent scene is either contained inS
or is occluded by points inS. An interesting consequence of this distance bias is that neighboring

image pixels of the same color produce cusps inS, i.e., protrusions toward the camera volume. This

phenomenon is clearly shown in Fig. 6.4, where the black and gray points form two separate cusps.

Also, observe thatS is not a minimal reconstruction; removing the two closest points in Fig. 6.4 still

leaves a consistent scene.

In summary, the following properties of color invariants have been shown:

� Every voxel inS is a color invariant

� S � @, i.e., it is a consistent scene

� S represents alimit point of @, corresponding to the consistent scene that is uniformly closest to

the camera volume

6.4 A Voxel Coloring Algorithm

We now describe how to computeS via a single pass through a discretized scene volume, by exploiting

the ordinal visibility constraint. This constraint limits the possible basis view configurations, but

the benefit is that visibility relationships are greatly simplified. In particular, it becomes possible to

partition the scene into a series of voxellayersthat obey a monotonic visibility relationship: forevery

input image, voxels only occlude other voxels that are in subsequent layers. Consequently, visibility

relationships are resolved by traversing voxels one layer at a time.

6.4.1 Layered Scene Decomposition

To formalize this idea, we define the following partition of 3D space into voxel layers of uniform

distance from the camera volume:

Vd = fV j kV k = dg (6.11)

V =
r[

i=1

Vdi (6.12)

whered1; : : : ; dr is an increasing sequence of numbers andk � k is an occlusion-compatible norm.
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Figure 6.6: Layered Scene Traversal. Voxels can be partitioned into a series of layers of increasing
distance from the camera volume. (a) Layers for cameras along a line. (b) Layers for cameras in a
plane.

For the sake of illustration, consider a set of views positioned along a line facing a two-dimensional

scene, as shown in Fig. 6.6 (a). Choosingk �k to be orthogonal distance to the line gives rise to a series

of parallel linear layers that move away from the cameras. Notice that for any two voxelsP andQ,

P can occludeQ from a basis viewpoint only ifQ is in a higher layer thanP. The simplification of

visibility relationships for this special case of colinear views was previously noted by Katayama et al.

[KTOT95].

The linear case is easily generalized for any set of cameras satisfying the ordinal visibility con-

straint. Fig. 6.6 (b) shows a layer partition for the case of outward-facing cameras. This type of camera

geometry is useful for acquiringpanoramicscene visualizations, as in [MB95b, KS96]. One valid set

of layers corresponds to a series of rectangles radiating outward from the camera volume. Layer0 is

the axis-aligned bounding boxB of the camera centers and the subsequent layers are determined by

uniformly expanding the box one unit at a time. This set of layers corresponds to a norm given by the

L1 distance toB.

Decomposing a 3D scene into layers can be done in the same manner. In the 3D case the layers

become surfaces that expand outward from the camera volume. An especially useful layering strategy

is the 3D analog of Fig. 6.6(b), in which each layer is an axis-aligned cube. The advantage of this

choice of layers is that layers are computed and traversed very efficiently.

6.4.2 Voxel Consistency

To compensate for the effects of image quantization and noise, suppose now that the images are dis-

cretized on a grid of finite non-overlapping pixels. If a voxelV is not fully occluded in imageIj, its
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projection overlaps a nonempty set of image pixels,�j. Without noise or quantization effects, a con-

sistent voxel should project to a set of pixels with equal color values. In the presence of these effects,

we evaluate the correlation�V of the pixel colors to measure the likelihood of voxel consistency. Let

s be the standard deviation andm the cardinality of
n[

j=0

�j. One possibility is to threshold the color

space error:

�V = s (6.13)

Alternatively, a statistical measure of voxel consistency can be used. In particular, suppose the sensor

error (accuracy of irradiance measurement) is normally distributed2 with standard deviation�0. The

consistency of a voxel can be estimated using the likelihood ratio test, distributed as�2 with n � 1

degrees of freedom [Fre92]:

�V =
(m� 1)s2

�20
(6.14)

If �0 is unknown, it can be estimated by imaging a homogeneous surface and computing the standard

deviations0 of m0 image pixels. In this case, Eq. (6.14) should be replaced with

�V =
s2

s20
(6.15)

which has anF distribution withm� 1 andm0 � 1 degrees of freedom.

6.4.3 A Single-Pass Algorithm

In order to evaluate the consistency of a voxel, we must first compute�j , the set of pixels that over-

lap V’s projection inIj. Neglecting occlusions, it is straightforward to compute a voxel’s image

projection, based on voxel shape and the known camera configuration. We use the termfootprint,

following [Wes90] to denote this projection, corresponding to the intersection with the image plane

of all rays from the camera center intersecting the voxel. Accounting for occlusions is more difficult,

however, and we must take care to include only the images and pixel positions from whichV should

be visible. This difficulty is resolved by using the ordinal visibility constraint to visit voxels in an

occlusion-compatible order andmarkingpixels as they are accounted for.

Initially, all pixels are unmarked. When a voxel is visited,�j is defined to be the set ofunmarked

pixels that overlapV’s footprint in Ij. When a voxel is evaluated and found to be consistent, allm

pixels in�j are marked. Because of the occlusion-compatible order of voxel evaluation, this strategy

is sufficient to ensure that�j contains only the pixels from which each voxel is visible, i.e.,S(p) = V

for eachp 2 �j. Note that by assumption voxels within a layer do not occlude each other. Therefore,

the pixel marking phase can be delayed until after all the voxels in a layer are evaluated.

The complete voxel coloring algorithm can now be presented as follows:

2Here we make the simplifying assumption that�0 does not vary as a function of image intensity.



58

S = ;

for i = 1; : : : ; r do Iterate through the layers

for every V 2 Vdi do Iterate through voxels in the layer

for j = 0; : : : ; n do Project the voxel to each image

compute footprint � of V in Ij

�j = fp 2 � j p unmarked g

end for j

compute �V Evaluate voxel consistency

if m > 0 and �V < thresh then

S = S [ fVg Color the voxel

� = � [
n[

j=0

�j Remember image pixels to mark

end if

end for V

mark pixels in �

end for

The threshold,thresh, corresponds to the maximum allowable correlation error. An overly con-

servative (small) value ofthresh results in an accurate but incomplete reconstruction. On the other

hand, a large threshold yields a more complete reconstruction, but one that includes some erroneous

voxels. Instead of thresholding correlation error, it is possible to optimize for modelcompleteness.

In particular, a completeness thresholdtcomp may be chosen that specifies the minimum allowable

percentage of image pixels left unmarked. For instance,tcomp = 75% requires that at least three

quarters of the (non-background) image pixels correspond to the projection of a colored voxel.

Given tcomp, we seek the minimum value ofthresh that yields a voxel coloring achieving this

completeness threshold. Since completeness increases monotonically withthresh, it is sufficient to

run the single-pass algorithm for a succession of increasing values ofthresh, stopping whentcomp is

achieved. Alternatively, a binary search onthresh may be used to decrease the number of iterations.

6.4.4 Discussion

The voxel coloring algorithm visits each of theN3 voxels exactly once and projects it into every

image. Therefore, the time complexity of voxel coloring is:O(N3n). To determine the space com-

plexity, observe that evaluating one voxel does not require access to or comparison with other voxels.

Consequently, voxels need not be stored in main memory during the algorithm; the voxels making

up the voxel coloring will simply be output one at a time. Only the images and one-bit mark masks

need to be allocated. The fact that the space and time complexities of voxel coloring are linear in the

number of images is essential so that large numbers of images can be processed at once.

The algorithm differs from stereo and tracking techniques in that it does not perform window-based

image correlation during the reconstruction process. Correspondences are found during the course of

scene traversal by voxel projection. A disadvantage of this searchless strategy is that it requires very

precise camera calibration to achieve the triangulation accuracy of stereo methods. The effects of
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calibration and quantization errors are most significant at high-frequency regions such as image edges.

Preserving high-frequency image content requires a higher voxel sampling rate because of Nyquist

considerations. However, smaller voxels result in fewer pixels being integrated in the correlation step

and therefore are more sensitive to calibration errors. An extension would be to compensate for high-

frequency regions in the correlation step, for instance by detecting and treating edges specially.

Accuracy and run-time also depend on the voxel resolution, a parameter that can be set by the user

or determined automatically to match the pixel resolution, calibration accuracy, and computational

resources. An extension would be to usehierarchical representations like octrees [Sam84, Sze93] in

which the voxel resolution is locally adapted to match surface complexity. Maintaining the strict voxel

visitation order within a hierarchical framework may be difficult, however, and is beyond the scope of

this thesis.

Importantly, the voxel coloring approach reconstructs only one of the potentially numerous scenes

consistent with the input images. Consequently, it is susceptible to aperture problems caused by

image regions of near-uniform color. These regions cause cusps in the reconstruction (see Fig. 6.4),

since voxel coloring yields the reconstruction closest to the camera volume. This is a bias, just like

smoothness is a bias in stereo methods, but one that guarantees a consistent reconstruction even with

severe occlusions.

6.4.5 Optimizations

Much of the work of the algorithm lies in the computations of�j and �V. For simplicity, our

implementation used a square mask to approximate voxel footprints, and used Eq. (6.13) to test

voxel consistency. Alternative footprint models are discussed in the volume rendering literature, e.g.,

[Wes90, LH91].

While our implementation did not make use of this, additional speedups are possible by exploiting

the uniform discretization of space and simple layer geometry. Choosing planar or polyhedral layers

enables the use of texture-mapping graphics hardware to calculate voxel footprints, an entire layer at

a time. This strategy enables more accurate estimates of voxel footprints and offloads most of the

computation to the graphics co-processor. For instance, the projection by�i of a plane layer

Vu;v = V0;0 + uDX + vDY

can be expressed in matrix form by�iVu;v = Hi[u v 1]T , where the3 � 3 homographyHi is given

by

H = [�iDX j�iDY j�iV0;0]

Instead of projecting the layer onto each image, it is preferable to reverse-map each image onto

the layer by applying

Îi = H�1
i Ii

This procedure allows the voxel projections to be directly integrated; the footprint of voxelVu;v in Ii
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is simply the pixel at position[u v 1]T 2 Îi. This reverse-mapping strategy is similar to that of Collins

[Col96], who used a diffusion operator in place of the texture-mapping formulation.

6.5 Experimental Results

In order to evaluate the performance of the voxel coloring algorithm for view synthesis, it was applied

to images of a variety of real scenes. Synthetic images were also used to facilitate analysis of error

characteristics, and to simulate camera configurations that were not physically realizable in the lab.

6.5.1 Results on Real Images

The first experiment demonstrates the view synthesis capabilities of the voxel coloring algorithm,

as applied to images of real objects. Calibrated images were captured with the aid of a computer-

controlled pan-tilt head and a fixed overhead camera, as shown in Fig. 6.8. This strategy is similar

to that in [Sze93]. An object was placed on the head and rotated 360 degrees in front of a color

camera (Sony XC-999 with 1/2” CCD sensor and 12mm, F1.4 lens) positioned approximately 30cm

horizontally from the object’s center and 25cm vertically above it’s base. Tsai’s method [Tsa87] was

used to calibrate the camera with respect to the head, by rotating a known object and manually selecting

image features for three pan positions. The calibration error was approximately 3%. Fig. 6.7 shows

selected images for two objects: a toy dinosaur (6cm x 8cm x 10cm) and a rose. In each case 21 input

images (640�486 resolution) were captured by rotating the object 360 degrees in increments of about

17 degrees. A problem with this acquisition approach is that the illumination effectively changes as the

object rotations, thereby violating the Lambertian assumption. In compensation, the error threshold

was set relatively high: 18% pixel correlation error was allowed for the dinosaur, and for 12% for the

rose.

Table 6.2 compares sizes, run times, and reprojection errors for voxel colorings computed from

the dinosaur toy at four different resolutions. Square voxels were used and the grid volume was held

constant. The resolution was specified by the grid dimensions, which indicate the total number of

voxels in the volume (width x depth x height). Each row in Table 6.2 represents a resolution doubling,

i.e., an 8-fold increase in the number of voxels, relative to the previous row. The run time increases

proportionately, although not quite by the factor of 8. This is attributed to an additive overhead factor

of the algorithm. These run times do not include image acquisition, calibration, or thresholding. The

“Voxels Colored” column indicates the number of voxels selected and output by the voxel coloring

algorithm. This is the effective size of the reconstruction. Notice that the voxels colored column

increases more slowly than the voxels evaluated column. A probable reason is that the voxel coloring

algorithm reconstructs only points on thesurface, i.e., not in the interior of the object. It would

therefore be expected that the voxels colored would increase only by a factor of 4 when the resolution

is doubled, at least for 2D manifold surfaces. The final column of Table 6.2 gives the reprojection

error, which measures the root-mean-squared error of pixels in synthesized images for each of the
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21 input viewpoints. Clearly, increasing the voxel resolution has a significant impact on reprojection

error.

Fig. 6.9 shows the voxel colorings of the dinosaur toy described in Table 6.2. To facilitate re-

construction, a black background was used and the images were thresholded to eliminate most of the

background points. While background segmentation is not strictly necessary, leaving this step out

results in background-colored voxels scattered around the edges of the scene volume. The threshold

may be chosen conservatively since removing most of the background pixels is sufficient to eliminate

this background scattering effect. Fig. 6.9(c) shows the highest resolution reconstruction from a view-

point corresponding to one of the input image. For comparison, the original image is also shown in

Fig. 6.9(a). Note that even fine details such as the wind-up rod on the dinosaur were reconstructed, as

seen more clearly in (g).

Fig. 6.9(d-g) compare reconstructions from a new viewpoint, different than the basis views, for the

different voxel resolutions reported in Table 6.2. The resolution doubles at each step from (d-g). Note

that even the lowest resolution model, shown in (d), preserves the rough features of the model and

produces a very reasonable reprojection. The fact that this model was computed in 3 seconds suggests

that the algorithm is potentially suitable for interactive applications like teleconferencing, in which

models must be generated in real time. Increasing the resolution adds fine details in shape and texture

and decreases the blocky artifacts caused by large voxels, as seen in (e-g).

Results for the rose are shown in Fig. 6.10. (a) shows an input image and (b), a synthesized view

for the same viewpoint, demonstrating the photo-integrity of the reconstruction. The rose represents a

difficult case because it has little texture and is made up of surfaces like leaves and petals that are ex-

tremely thin. The reconstruction, consisting of approximately 70,000 voxels, captures the appearance

of the rose very accurately, and preserves most of these fine features. (c) and (d) show synthesized

views from new views that are close to and far away from the basis views, respectively. Overall, the

image in (d) is quite good, but it exhibits some interesting artifacts. Specifically, the leaves appear to

contain holes when viewed from below. These holes are not visible from the basis viewpoints and so

were not filled in by the algorithm—they represent unreconstructible regions in the scene.

6.5.2 Results on Synthetic Images

In order to evaluate the performance of the voxel coloring algorithm forpanoramicscenes, basis im-

ages were generated by placing several cameras in a synthetic room scene. The room consisted of three

texture-mapped walls and two shaded figures. The figures, a bust of Beethoven and a scanned Cyber-

ware model of a human figure, were illuminated diffusely from a downward-oriented light source at

infinity. 24 cameras were placed at different positions and orientationsinside the room, as shown in

Fig. 6.11.

The geometry of this scene and the camera configuration would pose significant problems for pre-

vious image-based reconstruction methods. In particular, the room interior is highly concave, making
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accurate reconstruction by volume intersection or other contour-based methods impractical. Further-

more, the numerous cameras and large amount of occlusion would create difficulty for most stereo

approaches. Notable exceptions include panorama-based stereo approaches [MB95b, KS96] that are

well-suited for room reconstructions. However, these methods require that a panoramic image be con-

structed for each camera location prior to the stereo matching step, a requirement that is avoided by

the voxel coloring approach. This requirement does not enable camera configurations such as the one

shown in Fig. 6.11.

Fig. 6.12 compares the original and reconstructed models of the room from new viewpoints. The

reconstruction contained 320,000 voxels and required 45 minutes to compute. The voxel coloring

reproduced images from the room interior extremely accurately, as shown in (b). A pixel correlation

error threshold of 2.4% was used to account for image quantization. As a result of these errors, some

fine details were lost, e.g., in the face of the Beethoven bust. The overhead views (d) and (f) more

clearly show some discrepancies between the original and reconstructed models. For instance, the

reconstructed walls are not perfectly planar, as some points lie just off the surface. This point drift

effect is most noticeable in regions where the texture is locally homogeneous, indicating that texture

information is important for accurate reconstruction. The quality of the overhead view shown in (d) is

especially commendable, given that the viewpoint is very far away from the input views. The extreme

overhead view (f) is worse than that of (d) but clearly shows that the overall shape of the scene was

very well captured by reconstruction.

A second set of experiments was conducted to evaluate the sensitivity of the approach to factors

of texture density, image noise, and voxel resolution. To simplify the analysis of these effects, the

experiments were performed using a 2D implementation of the voxel coloring method for which the

scene and cameras lie in a common plane. Fig. 6.13(a) shows the synthetic scene (an arc) and the

positions of the basis views used in these experiments.

Texture is an important visual cue, and one that is exploited by voxel coloring. To model the

influence of texture on reconstruction accuracy, a series of reconstructions were generated in which

the texture was systematically varied. The spatial structure of the scene was held fixed. The texture

pattern was a cyclic linear gradient, specified as a function of frequency� and positiont 2 [0; 1]:

intensity(t) = 1� j1� 2 � frac(� � t)j

frac(x) returns the fractional portion ofx. Increasing the frequency parameter� causes the density

of the texture to increase accordingly. Fig. 6.13(b-j) show the reconstructions obtained by applying

voxel coloring for increasing values of�. For comparison, the corresponding texture patterns and the

original arc shapes are also shown. In (b), the frequency is so low that the quantized texture pattern

is uniform. Consequently, the problem reduces to reconstruction from silhouettes and the result is

similar to what would be obtained by volume intersection [MA91, Sze93, Lau95]. Specifically, volume

intersection would yield a closed diamond-shaped region; the reconstructed V-shaped cusp surface in

(b) corresponds to the set of surfaces of this diamond that are visible from the basis views.
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Doubling � results in a slightly better reconstruction consisting of two cusps, as shown in (c).

Observe that the reconstruction is accurate at the midpoint of the arc, where a texture discontinuity

occurs. Progressively doubling� produces a series of more accurate reconstructions (d-h) with smaller

and smaller cusps that approach the true shape. When� exceeds a certain point, however, the recon-

struction degrades. This phenomenon, visible in (i) and (j), results when the projected texture pattern

exceeds the resolution of the basis images, i.e., when the Nyquist rate is exceeded. After this point,

accuracy degrades and the reconstruction ultimately breaks up.

Fig. 6.13 illustrates the following two points: (1) reconstruction accuracy is strongly dependent

upon surface texture, and (2) the errors are highlystructured. To elaborate on the second point, re-

constructed voxels drift from the true surface in a predictable manner as a function of local texture

density. When the texture is locally homogeneous, voxels drifttoward the camera volume. As texture

density increases, voxels move monotonically away from the camera volume, toward the true surface.

As texture density increases even further, beyond the limits of image resolution, voxels continue to

move away from the cameras, and away from the true surface as well, until they ultimately disappear.

We next tested the performance of the algorithm with respect to additive image noise. To simulate

noise in the images, we perturbed the intensity of each image pixel independently by adding a random

value in the range of[��; �]. To compensate, the error threshold was set to�. Fig. 6.14 shows the

resulting reconstructions. The primary effect of the error and corresponding increase in the threshold

was a gradual drift of voxels away from the true surface and toward the cameras. When the error be-

came exceedingly large, the reconstruction ultimately degenerated to the “no texture” solution shown

in Fig. 6.13(b). This experiment indicates that image noise, when compensated for by increasing the

error threshold, also leads to structured reconstruction errors; higher levels of noise cause voxels to

drift progressively closer to the cameras.

The final experiment evaluated the effects of increasing the voxel size on reconstruction accuracy.

In principle, the voxel coloring algorithm is only correct in the limit, as voxels become infinitesimally

small. In particular, the layering strategy is based on the assumption that points within a layer do

not occlude each other. For very small voxels this no-occlusion model is accurate, up to a reasonable

approximation. However, as voxels increase in size, the model becomes progressively less accurate.

It is surprising, therefore, that the algorithm appears to produce good results even for very large voxel

sizes, as seen in Fig. 6.9(d-e).

To more carefully observe the effects of voxel size, we ran the voxel coloring algorithm on the

scene in Fig. 6.13(a) for a sequence of increasing voxel sizes. Fig. 6.14 shows the results—the recon-

structions are close to optimal, up to the limits of voxel resolution, independent of voxel size. Again,

this empirical result is surprising, given the obvious violation of the layering property which is the

basis of the algorithm. Some effects of this violation are apparent; some voxels are included in the

reconstruction that are clearly invisible, i.e., totally occluded by other voxels from the basis views. For

instance, observe that in the reconstruction for voxel size = 10, the top-left and top-right voxels could

be deleted without affecting scene appearance from the basis views. These extra voxels are artifacts

of the large voxel size and the violation of the layering property. However, these effects are minor and
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Grid Dimensions Voxels Evaluated Voxels Colored Run Time Reprojection Error

20� 24� 29 13,920 902 3 sec 9.38%
41� 49� 58 116,522 4,898 11 sec 8.01%
83� 99 � 116 953,172 21,174 62 sec 7.48%
166� 199 � 233 7,696,922 71,841 435 sec 7.20%

Table 6.2: Voxel Resolution Effects. This table compares the size, run time, and reprojection error for
voxel colorings of the dinosaur toy using different grid sizes. Each row represents an 8-fold increase
in the number of voxels relative to the previous row. The corresponding models are shown in Fig. 6.9.

do not adversely affect view synthesis in that adding these voxels does not change scene appearance

for viewpoints close to the input images.

6.6 Discussion

This chapter addressed the problem of view synthesis from numerous basis views distributed widely

about a scene. This problem is especially challenging due to the difficulty of computing reliable

correspondence information from views that are far apart. A main goal was to determine intrinsic

ambiguities and limitations of what is reconstructible, and also to derive a practical algorithm for

correspondence computation and view synthesis.

A primary contribution of this chapter was thevoxel coloringframework for analyzing ambigui-

ties in image correspondence and scene reconstruction. A similar theory was previously developed for

the special case of volume intersection, i.e., reconstruction from silhouettes [Lau95, KD95b, Lau97].

The results in this chapter can be viewed as a generalization of the volume intersection problem for

the broader case of textured objects and scenes. The voxel coloring framework enabled the identi-

fication and computation ofcolor invariants—points having the same color in every possible scene

reconstruction, consistent with a set of basis images.

A second important contribution was the voxel coloring algorithm for computing pixel corre-

spondence from a set of basis images. A key element was theordinal visibility constraint, a novel

constraint on the configuration of camera viewpoints that enabled an efficient solution to the corre-

spondence problem. This is the first practical algorithm capable of generating provably-consistent

dense correspondence maps from a set of input images, in the presence of occlusion. It is therefore

useful not just for view synthesis, but for other applications that require correspondence, e.g., motion

analysis and 3D scene reconstruction.

The algorithm has several novel features that make it especially attractive for view synthesis tasks:

� Generality: The low-level voxel representation can approximate any surface type and easily

models discontinuities. It is therefore well-suited for modeling complex real-world objects and

scenes.
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Figure 6.7: Selected basis images for a dinosaur toy (top) and a rose (bottom). 21 images were taken
in all, spanning close to a360� rotation of the object.

Figure 6.8: Image Acquisition Setup. Basis images were captured by placing an object on a calibrated
pan-tilt head and rotating the object in front of a stationary video camera. The camera was placed
above the object facing downwards to satisfy the ordinal visibility constraint.



66

Input Image Thresholded Image Model Reprojection
(a) (b) (c)

902 voxels 4,898 voxels 21,174 voxels 71,841 voxels
(d) (e) (f) (g)

Figure 6.9: Voxel Coloring of a Dinosaur Toy. Original image (a) is thresholded (b) to eliminate most
of the background pixels. The voxel coloring (c) was computed from 21 thresholded images of the
object undergoing a360� rotation. (d-g) show the reconstruction from a new viewpoint at different
voxel resolutions, where the voxel width is progressively doubled.



67

(a) (b)

(c) (d)

Figure 6.10: Voxel Coloring of Flower. Input image (a) is shown next to the projection of a voxel
coloring for same viewpoint (b). The reconstruction (70K voxels) captures image appearance very
accurately for new views, such as (c), that are near the input viewpoints. Artifacts become more
prevalent when the new viewpoint is far away from the input views, as in (d).
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Figure 6.11: Placement of input camera viewpoints for apanoramicsynthetic room scene. The camera
positions and scene are shown together, from a frontal (left), and overhead (right) perspective.

� Flexible Acquisition: The cameras may be arbitrarily far apart without degrading reconstruc-

tion accuracy. Indeed, the algorithm performs best when cameras are distributed widely about

the scene.

� Panoramic Visibility : The voxel coloring method can synthesize views for any camera posi-

tion and orientation. The fact that it is applicable for both inward- and outward-facing camera

configurations makes it ideally suited for panoramic scenes such as room interiors.

� Insensitivity to Occlusion: Changes in visibility are fully modeled by the algorithm and impose

no performance penalty.

� Efficiency: The algorithm performs only a single pass through the scene volume and exploits

regular operations that can be performed using texture-mapping graphics hardware. We are

currently investigating a real-time implementation of the algorithm that would run on existing

graphics workstations. The technique is also space efficient in that onlysurfacevoxels are

stored, i.e., voxels that are visible in at least one basis image.

� Scalability: By varying the voxel size, the algorithm can be tailored to available computing

resources. Empirical evidence demonstrates that the algorithm performs well for a range of

different voxel sizes.

While theordinal visibility constraintis needed to support a single-pass algorithm, it also rules
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(a) (b)

(c) (d)

(e) (f)

Figure 6.12: Panoramic room scene reconstruction. Renderings of the true scene are shown at left and
the reconstructed scene at right. (a) and (b): an input viewpoint, frominsidethe room. (c) and (d): a
new viewpoint from above the room. (e) and (f): an extreme overhead view. Fidelity is best near the
input viewpoints and degrades smoothly as the camera moves further away.
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(a)

(f) (g)(e)

(i) (j)(h)

Figure 6.13: Effects of Texture Density on Voxel Reconstruction. (a): A synthetic arc is reconstructed
from five basis views. The arc is textured with a cyclic gradient pattern with a given frequency.
Increasing the frequency makes the texture denser and causes the accuracy of the reconstruction to
improve, up to a limit. In the case of (b), the texture is uniform so the problem reduces to reconstruction
from silhouettes. As the frequency progressively doubles (c-j), the reconstruction converges to the true
shape, until a certain point beyond which it exceeds the image resolution (i-j).
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noise:� = 0 voxel size = 1

noise:� = 1 voxel size = 2

noise:� = 2 voxel size = 3

noise:� = 3 voxel size = 4

noise:� = 5 voxel size = 5

noise:� = 10 voxel size = 10

noise:� = 15 voxel size = 20

Figure 6.14: Effects of Image Noise and Voxel Size on Reconstruction. Image noise was simulated by
perturbing each pixel by a random value in the range[��; �]. Reconstructions for increasing values
of � are shown at left. To ensure a full reconstruction, the error threshold was also set to�. Increasing
noise caused the voxels to drift from the true surface (shown as light gray). The effects of changing
voxel size are shown at right. Notice that the arc shape is reasonably well approximated even for very
large voxels.
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out certain input camera configurations. Although the scene can surround the cameras, as in the room

scene in Fig. 6.12, the cameras cannot surround the object or scene. This is not a serious limitation

in controlled lab environments where the camera configuration may be designed with the ordinal

visibility constraint in mind. For instance, in our experiments the cameras were raised slightly above

the scene to be reconstructed (Fig. 6.8). However, it could be problematic for other situations, e.g.,

it would not allow reconstruction from a video sequence obtained by walking all the way around a

large object with a video camera. We are currently investigating methods for handling these types

of camera motions and configurations. One solution would be to segment the basis images into sets

that individually satisfy the ordinal visibility constraint, run the algorithm on each set separately, and

then merge the results. Automatic methods for performing this segmentation task would simplify this

approach. Another possible approach would be to extend the voxel coloring algorithm to directly

handle general camera configurations, perhaps by using a multi-pass approach. This is a topic for

future work.

The results in Section 6.5 indicate that low-contrast regions and noise produce reconstruction

errors, e.g.,cusps, that are highly structured. For view synthesis tasks, this is a potential disadvantage,

since structured noise can produce perceptible artifacts. The fact that these errors are deterministic

and well-understood indicates that they are potentially detectable, and thus could be attenuated. One

solution would be to perform a post-processing phase, analogous to dithering [FS75], in which errors

are diffused to mitigate these artifacts. An alternative method would be to identify textureless regions

and other error sources in the basis images and treat these features specially in the reconstruction

process.

The notion ofcolor invariancebears resemblence to the problem ofcolor constancy(c.f. [HSW92])

which has a long history in the computer vision literature. The color constancy problem is to deter-

mine, from one or more images, a description of scene material properties (e.g., surface reflectance)

that does not depend on scene illumination. However, invariance to illumination is quite different than

the notion of color invariance used in this chapter; in the latter case, illumination is heldfixed. Rather

than separating reflectance from illumination, color invariants encode scene radiance directly, which

is sufficient to synthesize new views of the scene with illumination held constant.



73

Chapter 7

Editingy

So far we have described how view synthesis can be implemented as a 2D operation, applied to a set

of basis images. It is instructive to consider other types of “3D” operations that can be applied in

the image domain. Indeed, traditional 3D graphics modeling systems typically support a number of

different capabilities, including

� View synthesis: creating images from varying camera viewpoints

� Illumination synthesis: changes in scene illumination

� Editing : interactive modifications to surface position, shape, and surface properties

� Animation : a scripted sequence of the above operations

Most work on image-based representations has focused on the first problem—view synthesis. More

recently, there has been increasing attention in modeling reflectance and illumination via analysis

of basis images [War92, BK96, DNvGK97, SWI97, SK98]. However, the problems of image-based

editing and animation have yet to be studied. This chapter addresses the editing problem and describes

several 3D editing operations that can be performed on photographs.

Image editing programs like Adobe Photoshop provide ways of modifying an object’s appearance

in a single image by manipulating the pixels of that image. Ultimately, however, one might like

to visualize how edits to an object in one image affect its appearance from other viewpoints. For

instance, consider choosing wallpaper for a room in your house by painting the wallpaper pattern into

one of several digitized photographs of the room. As you paint a wall in one image, the pattern appears

instantly at the appropriate place in the other photographs, providing feedback on how the modified

room would look from several different viewpoints. Similarly, scissoring out an object (e.g., a vase)

from one or two frames of a video walkthrough of a room could remove that object from the entire

video by automatically propagating the scissoring operation to the other images. Additional controls

could modify camera viewpoint, allowing the effects of image edits to be visualized from viewpoints

other than those of the room’s original photographs.

A key feature of these types of editing operations is that they apply to the space of all views of

the scene, rather than just one image. It is therefore convenient to cast them in terms of theplenoptic

y The material presented in this chapter is joint work with Kiriakos N. Kutulakos at the University of Rochester. The main

ideas came about as the result of discussions between him and the author.
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function [AB91, MB95b], which encodes scene appearance from all possible viewpoints. Within

this framework, our goal is to recover a scene’s plenoptic function from a discrete set of images and

to determine how it should be modified in response to basic image editing operations like painting,

scissoring, and morphing. We use the termplenopticto describe image editing operations that modify

the plenoptic function and can therefore be propagated to new viewpoints.

7.1 The User View: Editing by Example

Plenoptic image editing is an approach that allows a user to virtually modify an object’s appearance by

editing any of several photographs of the object at different positions and orientations. From the point

of view of the user, all interaction occurs via manipulations toindividual imagesusing conventional

pixel-editing tools. The user simply specifies how one or more images should look by painting and

moving pixels until the desired look is achieved. Pixel modifications by the user are interpreted as new

constraints on object appearance that induce changes to the plenoptic function and therefore affect

every image. In this way, user edits of a single image can be propagated to other images of an object.

To the user, a plenoptic image editing system appears very similar to current image editing pro-

grams like Photoshop. Pixels of one or more images are edited by direct manipulation using a standard

suite of painting, scissoring (cut and paste), and warping tools found in many image editing programs.

In fact, if only one image is on screen, there is no visible difference between a conventional image

editing program and the plenoptic version. The difference becomes apparent, however, when two or

more images are viewed side by side. Any change to a region or object in one image is instantly

propagated to the corresponding part in the other image(s). For instance, removing a freckle in one of

several photographs of a face causes the freckle to disappear simultaneously from all other images. In

this way, the propagation mechanism can be used as a kind ofpower-assist—the user can affect many

different images of an object by editing only one or two.

The freckle example illustrates the basic model for plenoptic image editing: a user specifies how

regions in one or more images should lookby example, and the system determines how to consistently

propagate the modifications to the other images. This editing-by-example model provides a very

powerful way for the user to control object appearanceplenoptically, i.e., in all views at once, by

editing a small number of images in a direct, intuitive way.

In the remainder of this section, we discuss plenoptic versions of some standard image-editing

operations. The list is not meant to be comprehensive, but provides examples of what different types of

image editing operations can do within a plenoptic framework. The implementation of these operations

is discussed in Section 7.2.

7.1.1 Plenoptic Painting

A basic type of image editing operation is to change pixel colors by drawing over an image region with

a digital paintbrush. In the plenoptic framework, a paint operation is interpreted as a modification to
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the material properties of the surface points whose projection coincides with the painted region. The

change therefore affects every image of the object, and properly accounts for differences in visibility

between views. The multi-image updates appear in real time, allowing the user to fluidly paint in

several images simultaneously by moving a brush over one image. Fig. 7.1(b) and (f) show images

from a real-time plenoptic paint operation in action.

7.1.2 Plenoptic Scissoring

An image scissoring operation eliminates or extracts a set of regions from an image, often for inclusion

in a different image. Whereas an image-scissoring operation extracts a region of an image, a plenoptic

image scissoring operation carves out part of the plenoptic function, causing a corresponding region

to be extracted in every image. Scissoring out the image region therefore has the effect of cutting out

the portion of the visible object that projects to that image region.

Plenoptic scissoring enables some interesting effects that are not possible with regular scissoring.

For instance, it is possible to “see through” objects in an image by scissoring them out and exposing

what lies behind. This capability is shown in Fig. 7.1(g) and is achieved by extrapolating the ap-

pearance of hidden surfaces from other images in which those surfaces are visible, using the derived

plenoptic model. The extrapolation occurs automatically whenever the user performs a scissoring

operation.

7.1.3 Plenoptic Morphing

Image warping ormorphingis a popular way of producing shape changes and animations from one or

more images. Although multi-image morphs can be performed in the plenoptic framework, we restrict

our attention to the case in which a single image is warped by displacing individual pixels using a 2D

motion flow field. Instead of warping pixels, a plenoptic morph warps the underlying 3D scene so as

to be projectively consistent with the warped image. The shape change is thereby propagated to other

images automatically. Fig. 7.1(d) and (h) show an application of a plenoptic image warp.

The effects of the image warp on the underlying scene structure can be thought of in terms of

warping rays rather than pixels. Consider the ray that originates at a camera’s center and passes

through the image plane at a particular pixel. Moving this pixel corresponds to moving all points

along the ray to coincide with the ray passing through the destination pixel.

7.1.4 New View Generation

In addition to propagating changes between images, the plenoptic framework can generate arbitrary

new views of an object by evaluating the recovered plenoptic function at new user-specified view-

points. The synthetic views automatically incorporate the modifications incurred by user edits to the

images, since these edits induce changes to the plenoptic function.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 7.1: Examples of plenoptic image editing operations applied to photographs of a dinosaur toy.
(b)-(d) show image painting, scissoring, and morphing operations, respectively, applied to image (a).
(f)-(h) show images that were automatically generated by propagating the respective editing operations
to image (e). Observe that the propagation properly accounts for differences in visibility between the
two views—part of the painted area is correctly occluded by the dinosaur’s right hand in (f), and
cutting off the head in (c) exposes surfaces in image (g) that were not visible in the original image (e).
These new surfaces aresynthesizedfrom other viewpoints so that (g) represents a composite of a real
photograph with synthesized image regions.
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The ability to generate new views is also useful for edit operations, because it allows the user to

interactively choose a good image for editing. For instance, a flat surface can be rotated to a front-on

view to facilitate painting and avoid foreshortening affects. Similarly, scissoring a region is easier

when the entire region is visible in a single image.

7.2 Edit Propagation

In order to support plenoptic editing operations, we must first model the plenoptic function in a

way that enables modifications via changes to a single image. Existing image-based representa-

tions were designed primarily for view synthesis, not for editing, and some cannot be easily extended

to support editing operations. For instance, a recent direction in image-based view synthesis has

been toward ray-based plenoptic representations, in particular the light field [LH96] and Lumigraph

[GGSC96, SCG97], in which light rays are represented separately. An advantage of these models is

that views can be synthesized without having to compute a dense pixel correspondence. Performing

image editing operations within a ray-based representation is difficult, however, for two reasons. First,

local image modifications can affect object appearance from disparate views and may therefore require

global changes to a ray-based representation. Second, the lack of correspondence information makes

it difficult to propagate editing operations between images.

Edit propagation therefore calls for a richer representation of the plenoptic function that encodes

correspondence information. In [SK98], we describe such a representation, calledplenoptic decompo-

sition, that decomposes the plenoptic function into shape and radiance components, thereby enabling

view synthesis, illumination synthesis, and a range of plenoptic image editing operations. A full dis-

cussion of this representation is beyond the scope of this thesis. However, a subset of this functionality,

including some editing operations, is obtainable with only correspondence information, such as that

provided by image morphing tools or the automatic methods described in Chapter 6.

In the remainder of this section, we describe how the plenoptic image editing operations shown in

Fig. 7.1 were implemented, using voxel coloring to compute the requisite correspondence information.

7.2.1 Painting

Painting is the simplest of the plenoptic image editing functions because it changes only the color of

scene voxels without any modification to shape. Propagating a painted pixel requires first determining

the voxel(s) that corresponds to that pixel and modifying its color. The change is then propagated by

projecting the voxel(s) into each image in which it is visible and recoloring corresponding pixels in

those images.

Plenoptic painting can be performed in real-time by precomputing the mapping between pixels in

each image and voxels in the voxel coloring. This can be achieved using two lookup tables:S(p) re-

turns the voxel(s) visible at pixel positionp andI(V) returns the pixel(s)p 2 I for whichV = S(p).
This enables propagating pixel edits simultaneously ton images at the cost ofn table lookups per
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painted pixel in the original image. Using this method, our implementation provides paint propagation

at interactive rates.

7.2.2 Scissoring

Image scissoring extracts a set of pixels from an image. Similarly, plenoptic scissoring removes a set

of voxels from the voxel coloring. One option is to remove the set of voxels that project unoccluded

to the affected pixels. This may expose new voxels in the scissored image, behind those that were

removed. Alternatively, scissoring can remove all voxels that project to the affected pixels, whether or

not they are visible. The latter method was used to generate the images in Fig. 7.1(c) and (g).

Performing the propagation requires masking out pixels in each image that correspond to the pro-

jection of voxels removed by the scissoring operation. These pixels are then filled in by rendering the

modified voxel coloring from the same viewpoint as the edited photograph and copying these pixels

from the rendered image. The resulting image therefore includes a mixture of pixels from both the

original photograph and the synthesized view.

7.2.3 Morphing

As described in Section 7.1.3, an image morph induces a warping of scene rays. Consider the set of

rays passing from a camera center through the image plane. An image morph deforms the image plane,

causing these rays to move with it. In turn, the motion of a ray moves all scene voxels that lie on the ray.

While the motion of rays is determined, the motion of voxels along rays is not. Our implementation

of plenoptic image morphing fixed this variable by constraining voxels to move parallel to the image

plane.

We use an implementation of the Beier and Neely method [BN92] to generate image warps. The

voxel warp is computed by inverse-mapping each voxel in the warped scene to determine the corre-

sponding voxel (if any) in the unwarped scene. Once the voxel warp is computed, it is propagated to

other images by re-rendering the images using the warped set of voxels.
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Chapter 8

Conclusions

This thesis investigated the problem of rendering changes in viewpoint and scene appearance by op-

erating on a set of basis images of a real scene. A primary focus was theview synthesis problem, i.e.,

producing images of a real scene from new viewpoints. An additional topic wasediting transforma-

tions in which persistent changes to scene appearance could be effected by editing individual basis

images.

8.1 Contributions

The view synthesis problem requires extracting information from a set of input images of a scene in

order to synthesize one or more output images, where the output images correspond to physically-

consistent views of the scene. Achieving this goal required answering fundamental questions relating

to measurability and uniqueness. In particular, under what conditions are the images sufficient to

predict new views, and which views are determined? In response to these questions, this thesis made

the following contributions:

� A uniqueness result for the two-view case. This result proved the following: given two views

of a static Lambertian scene satisfyingmonotonicity(i.e., no occlusions), allin-betweenviews

on the line segment between the two camera centers are uniquely determined. Importantly, this

result required neither pixel correspondence nor known camera positions. It therefore demon-

strates that the view synthesis problem iswell-posedunder monotonicity. In contrast, the shape

reconstruction problem is known to beill-posedunder the same conditions [PTK85].

� Boundary flow. View synthesis requires computing correspondence information from the two

basis views. However, the true optical flow field is not measurable from the two basis views

[PTK85]. An important contribution of this thesis was introducing a new type of flow field

calledboundary flowthat is both measurable and sufficient for view synthesis.

� The voxel coloring framework. Using this framework, a new type of scene invariant, called

color invariant, was derived, corresponding to a point that has the same radiance characteristics

in every consistent scene reconstruction. Color invariants are useful first because they provide

intrinsic scene information and second because the collection of all such points was shown to

form a complete scene reconstruction.
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� The ordinal visibility constraint . A novel constraint on the relative positions ofn basis cam-

eras determined a fixed visibility order for points in the scene. The key feature of this visibility

order is that it is constant for all cameras and does not depend on the structure of the scene.

Consequently, occlusion relationships are greatly simplified.

These contributions provide a rich theoretical basis for studying view synthesis algorithms and

applications. A primary focus was the development of practical algorithms for view synthesis and

other image-based scene transformations. These algorithms were developed within this theoretical

framework, but were designed to be robust with respect to deviations from the assumptions. The main

practical contributions were:

� The view morphing algorithm. This algorithm used concepts from image morphing and pro-

jective geometry to synthesize physically-consistent in-between views from a pair of uncali-

brated basis images. The technique can operate either fully automatically, using adaptations of

stereo techniques to compute boundary flow, or can exploit user interaction to provide sparse

correspondence information. The latter method of correspondence yielded especially good re-

sults and was proven to be highly robust with respect to occlusions, changes in scene structure,

and variations in illumination. Extensions were outlined that enabled view synthesis from a

single view and from three or more views.

� The voxel coloring algorithm. This algorithm exploits the ordinal visibility constraint to com-

pute a voxel reconstruction and dense pixel correspondence maps from a set of basis images.

The algorithm is noteworthy in that it generates reconstructions that are fully consistent with

the basis images, for cameras spaced arbitrarily far apart. Furthermore, the method has the fol-

lowing advantages: (1) it generates dense reconstructions and correspondence maps from any

number of basis images, (2) performance does not degrade under occlusion or changes in the

field of view, (3) it enablespanoramicreconstructions and visualizations, (4) it is efficient and

amenable to hardware acceleration on existing graphics workstations, (5) it performs well for a

range of different voxel sizes and therefore can be easily scaled to match available computation

resources, and (6) it produces high-quality reconstructions and synthesized views from images

of complex natural scenes.

� The plenoptic image editing framework. A new class of interactive image editing operations

was introduced, designed to maintain consistency between multiple views of the scene. The

distinguishing feature is that edits to any one image propagate automatically to all other images

as if the scene had itself been modified. The method used the voxel coloring algorithm to derive

correspondence information, attesting to the usefulness of voxel coloring for facilitating a range

of different image-based scene transformations.
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8.2 Limitations and Future Work

Several assumptions were used in this thesis to simplify the analysis. Chief among these is the as-

sumption that scene surfaces are Lambertian, which was used throughout as a way to simplify the

correspondence problem. This model, however, does not take into account reflections and speculari-

ties that are prevalent in most real scenes. An important topic of future work will be to develop view

synthesis algorithms and other image-based transformations that model non-Lambertian effects.

One potential application of this work is to construct image-based models of real objects that can

be easily acquired from photographs and combined with other graphical objects in a virtual scene.

For instance, this would enablevirtual studiosfor film production in which images of real actors

could be composited into realistic image-based scenes. Observe, however, that the view synthesis

approaches in this thesis assumed fixed illumination and are capable of synthesizing only views with

the same illumination. This constraint does not permit combining objects acquired from different sets

of basis views together into a common scene, unless they are acquired under identical illumination.

A useful capability would therefore beillumination synthesis, i.e., processing a set of basis images to

synthesize images of the scene under new lighting configurations. One approach would be to model

surface reflectance in order to predict the radiance from each voxel as a function of viewpoint and

illumination. Illumination synthesis would then require varying the illumination in the basis images

and reconstructing the reflectance function for each voxel. This idea is beyond the scope of this thesis,

but is investigated further in [SK98].

Another application of interest is to apply view synthesis methods for large-scale environments, to

provide walk-throughs of buildings such as museums, or visual exploration of entire cities. The voxel

coloring approach is particularly suited for this type of application, based on its generality and ability

to provide panoramic visualizations. However, a key limitation is the need for calibrated images. Cur-

rent technology does not easily enable acquiring precisely-calibrated images of large environments.

Creating visualizations of these environments therefore calls for further research into calibration tech-

niques for large image sequences as well as new view synthesis methods that work with uncalibrated

images.

A complete solution to the view synthesis problem requires answering questions such as:which

views can be uniquely predicted from a set of basis images, andhowmay new views be synthesized?

In developing view synthesis algorithms, virtually all work in this field has focused only on the latter

question. This thesis also made important steps toward answering the former question by establishing

the uniqueness result and introducing the voxel coloring framework. Significant work remains to be

done, however, before this question is completely answered. Under general conditions, it is unlikely

that all views can be unambiguously predicted from a discrete number of basis views, given theaper-

ture problemand other fundamental limitations. However, it may be possible to formulate assumptions

like monotonicity, but which are less restrictive, that enable unique prediction of a specific range of

views. In addition, one could attempt to characterize the set of all possible reconstructions that are

consistent with a set of basis images. This set could be used to assess the variability of shape and color
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in scene reconstruction and to derive strict error bounds for synthesized images.

An important feature of the view synthesis algorithms described in this work is that they can pro-

duce very realistic images even when basic assumptions like constant illumination, rigid shape, and

Lambertian surfaces are violated. While these images may not correspond precisely to physically-

correct changes in viewpoint, they convey visually convincing camera transformations and may there-

fore be sufficient for applications like visualization. Given these results, it would be useful to expand

the theory to include a perceptual model of correctness of synthesized views. One important use would

be to quantify the conditions under which view morphing, voxel coloring, and other view synthesis

algorithms yield images that are visually convincing, i.e., that are sufficient to convey realistic camera

transformations. In addition, such a model could facilitate the development of a new class of algo-

rithms that exploit properties of human perception to synthesize realistic, non-physical views with

greater efficiency.
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Appendix A

Computing Prewarps

In this section we consider the problem of computing the prewarp transformations from a set of point

correspondences. This procedure is needed to apply the view morphing algorithm in situations when

the camera configurations are not known.

As described in Section 3.9.2, prewarped imagesÎ0 and Î1 satisfy thescanline property, which

dictates that corresponding points in the two images appear in the same scanline. In fact, achieving

this scanline property is both necessary and sufficient to ensure that two images have been properly

prewarped. In this section we first demonstrate the necessity and sufficiency of the scanline property.

Then we present an algorithm which uses the scanline property to compute the prewarp transforma-

tions from a set of point correspondences.

A.1 The Fundamental Matrix

In order to use the three-step algorithm presented in Section 3.9.2, we must find a way to prewarp the

images without knowing the projection matrices. Towards this end, we first consider what form the

fundamental matrixtakes when the views satisfy the scanline property and then prewarp the views in

such a way so that the fundamental matrix achieves this form.

The fundamental matrix of two imagesI0 andI1 is the3 � 3, rank-two matrixF satisfying the

following relation [LH81, LF96]

pT1 Fp0 = 0

for any pair of pointsp0 2 I0 andp1 2 I1 corresponding to the same scene point.F is defined up to

a scale factor and can be computed from the images themselves when at least 8 point correspondences

are known (see [LF96, Har95, SZB95] for methods of computingF from point correspondences).

Let I0 and I1 be two views with projection matrices�0 = [I j 0] and

�1 = [H1 j � H1C1]. Without loss of generality, we have assumed the first camera to be cen-

tered at the world origin and have set the worldX andY axes to coincide with the image coordinate

axes ofI0. The epipoles are the projections ofC1 into I0 andC0 into I1:

~e0 = C1 (A.16)

~e1 = �H1C1 (A.17)
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Given a vectorp = [x y z]T , we use the notation

[p]� =

2
664

0 �z y

z 0 �x
�y x 0

3
775

Following [LF96], the fundamental matrix may be expressed as

F = [e1]�H1

Recall that prewarped images satisfy the scanline property and represent views with projection

matrices�̂0 = [I j �C0] and�̂1 = [I j �C1], whereI is the3 � 3 identity matrix. Therefore,

H1 = I and~e1 = [ex 0 0]T for some constantex. Consequently, the fundamental matrix is given, up

to a scale constant, by

F̂ =

2
664

0 0 0

0 0 �1

0 1 0

3
775 (A.18)

Conversely, supposeF is given by Eq. (A.18) and the unknown projection matrices are�0 = [I j 0]
and�1 = [H1 j �H1C1]. The epipoles are such thatF̂~e0 = eT1 F̂ = 0 [LF96]. In particular,~e0 must

have the form

~e0 = [ex 0 0]T

for some unknown constantex. From Eq. (A.16) it follows thatC1 = [ex 0 0]T . To make the views

parallel, it therefore suffices to transformI1 to H�1
1 I1. This image transformation induces a cor-

responding change in the fundamental matrix, toHT
1 F̂. By the preceding argument, however, the

prewarped fundamental matrix is fixed, up to scalar multiple, by Eq. (A.18). We therefore have the

following constraint onH1:

HT
1 F̂ = F̂

It follows thatH1 has the following structure:

H1 =

2
664
a b c

0 1 0

0 0 1

3
775

for unknown constantsa, b, andc. Consequently, the third rows of�0 and�1 are equal so the views

are parallel. Also note that the second rows are equal, thus ensuring that the scanline property is

satisfied.

In summary, Eq. (A.18) provides a necessary and sufficient condition for testing whether two views

are parallel and satisfy the scanline property from their fundamental matrix. In order to make use of

this test, we seek a pair of homographiesH0 andH1 such that the prewarped imagesÎ0 = H�1
0 I0



94

C0

C1

d0

d1

I 0

I 1

E

Figure A.1: A pair of views can be made coincident with a planeE by rotating the image planesIi
about their lines of intersectiondi with E. Ii can be made parallel toE by rotating the image plane
about any line parallel todi.

and Î1 = H�1
1 I1 have the fundamental matrix given by Eq. (A.18). In terms ofF the condition on

H0 andH1 is

H1
TFH0 = F̂ (A.19)

A.2 Choosing the Homographies

There is in fact a range of homographiesH0 andH1 satisfying Eq. (A.19), corresponding to different

choices of the prewarp plane. As in the calibrated case, the particular choice of homographies is not

important, except in regard to sampling considerations (see Section 3.9). Here we describe one method

that applies a 3D rotation to make the image planes parallel, followed by a 2D affine transformation to

align corresponding scanlines. A nice property of this method is that the prewarp process reduces to

the technique in Appendix B when the images are orthographic.

A.2.1 Aligning the Image Planes

The idea behind the technique is depicted in Fig. A.1. LetE be a plane parallel toC0C1. Two views

may be made parallel by reprojecting them ontoE. One way of performing the reprojection is to rotate

each image planeIi about the linedi given by the intersection ofE with Ii. Alternatively, rotatingIi
about any line parallel todi is sufficient to align the image planes so that they are both parallel toE.

The first step of the prewarp procedure is to chooseE. This is done indirectly, by selecting

its intersectiond0 with I0. For convenience, we fix this line to pass through the image origin and

represent it as the homogeneous unit row vector~d0 = [�dy0 dx0 0]. Pointsp on this line have the form

p = [sdx0 sd
y
0 1]

T and satisfy the equation

~d0p = 0
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Recall that the epipolee0 represents the projection ofC1 into I0, i.e., the intersection ofC0C1 with

I0. An image plane parallel toC0C1 therefore has epipole at infinity. Therefore, we seek a rotation

R
d0
�0

such that the new epipolêe0 = R
d0
�0
~e0 has the form̂e0 = [êx0 ê

y
0 0]

T .

The rotation matrix is given by

Rd0�0 =

2
664

(dx0)
2 + (1� (dx0)

2)cos �0 dx0d
y
0(1� cos �0) dy0sin �0

dx0d
y
0(1� cos �0) (dy0)

2
+ (1� (dy0)

2
)cos �0 �dx0sin �0

�dy0sin �0 dx0sin �0 cos �0

3
775 (A.20)

From Eq. (A.20), the desired angle of rotation�0 is determined to be

�0 = tan�1(
ez

dy0e
x
0 � dx0e

y
0

) (A.21)

An analogous rotation is performed onI1. To determine the axis of rotationd1, let E0 be the

epipolar plane parallel toE. E0 intersectsIi in an epipolar lineli parallel todi. Because they

are parallel,l0 andd0 intersect at the ideal (infinite) point~i0 = [dx0 d
y
0 0]. We can compute the

correspondence between conjugate epipolar linesl0 and l1 using the fundamental matrix as follows

[LF96]:
~l1 = F~i0 (A.22)

I1 may be made parallel toE0 (and hence toE) by rotating about any lined1 parallel tol1. It is

convenient to choosed1 so that, liked0, it passes through the image origin. Accordingly, if[x y z]T =

F[dx0 d
y
0 0]

T then~d1 = �[x y 0]T , i.e.,dx1 = �y anddy1 = ��x, where� = 1p
x2+y2

.

A.2.2 Aligning the Scanlines

ApplyingRd0�0 to I0 andRd1�1 to I1 makes the two image planes parallel. More specifically,Rd0�0 I0 is

coincident withE andRd1�1 I1 is parallel toE. Although this is technically sufficient for prewarping,

it is useful to add an additional affine warp to align the scanlines. This simplifies the morph step

to a scanline interpolation and also avoids bottleneck problems that arise as a result of image plane

rotations [Wol90].

The next step is to rotate the images so that epipolar lines are horizontal. The new epipoles are

[êxi ê
y
i 0]

T
= R

di
�i
ei. These image plane (z axis) rotations are given by

�i = �tan�1(êyi =êxi )

R�i =

2
664
cos �0 �sin �0 0

sin �0 cos �0 0

0 0 1

3
775
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After applying these image plane rotations, the fundamental matrix has the form (up to a scale factor)

~F = R�1R
d1
�1
FRd0

��0
R��0 =

2
664

0 0 0

0 0 a

0 1 b

3
775 (A.23)

Applying R�iR
di
�i

to Ii results in a pair of images with horizontal epipolar lines. It is possible,

however, that the epipolar lines appear in opposite top-to-bottom order in the two images, in which

case an additional180� rotation is needed. This condition may be determined by checking the signs

of a andb in Eq. (A.23). Ifab > 0 then�1 should be incremented by�.

Finally, to get~F into the form of Eq. (A.18), the second image is vertically scaled and translated

by the matrix

T =

2
664

1 0 0

0 �a �b
0 0 1

3
775

It is easily checked thatT�1T ~F = F̂. In summary, the prewarping transformsH�1
0 andH�1

1 are

H�1
0 = R�0R

d0
�0

H�1
1 = TR�1R

d1
�1

A.2.3 Infinite Epipoles

One case that requires special attention is the scenario in which the original image planes are both

parallel toC0C1 but are not parallel to a common epipolar plane. In this case, the epipoles are already

at infinity soRd0�0 andRd1�1 should be omitted. Accordingly, the new fundamental matrix has the form

~F = R�1FR��0 =

2
664

0 0 0

0 c d

0 e f

3
775 (A.24)

To make the image planes parallel and convert the fundamental matrix to the form of Eq. (A.23), an

additionalx-axis rotation ofI1 is needed:

 = tan�1
c

e

R =

2
664

1 0 0

0 cos  �sin 
0 sin  cos 

3
775
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In this case,T should be computed from

~F = RR�1FR��0

and

H�1
0 = R�0

H�1
1 = TRR�1

A.2.4 Selectingd0

The entire procedure is determined by selectingd0. In principle, any choice ofd0 will suffice. In prac-

tice, it is useful to choose the axis of rotation so as to minimize nonlinear distortion in the prewarped

images. Prewarping an image requires resampling the transformed image onto an integer grid of pix-

els. While linear image maps (e.g., rotations) can be efficiently resampled using space-invariant filters

[Hec89], nonlinear transformations often lead to suboptimal reconstructions. It is therefore beneficial

to pickd0 so as to minimize nonlinear effects. The nonlinear part of the prewarp transformation is due

solely toRdi�i .

One approach is simply to minimizej�0j. By Eq. (A.21), minimizingj�0j is equivalent to mini-

mizing the following expression: ����
ez

dy0e
x
0 � dx0e

y
0

����

The optimal value ofj�0j corresponds todx0 = �ey0 anddy0 = ��ex0 , i.e., ~d0 = ��[ex0 ey0 0], where

� = 1p
(ex

0
)2+(ey

0
)2

.

We note that Robert et al. [RZFH95] also considered the problem of computing prewarp transfor-

mations within the context of uncalibrated stereo rectification. Working independently, they developed

a similar technique of computing reprojection mappings to minimize image distortions. An advantage

of the technique presented here is that the reprojection is decomposed into a number of intuitive, com-

ponent warps that are individually useful. For instance, in cases where parallel planes are sufficient,

the additional steps to align scanlines may be left out. This is particularly useful whenaggregate

warpsare used, as described in Section 3.11.2, and prewarped images are never explicitly constructed.

Alternatively, if the images are orthographic the rotations aboutdi should be omitted, as described

below.

A.2.5 Orthographic Prewarps

Orthography provides a good approximation to perspective projection when the field of view is small

and the scene depth along the light of sight is small compared to the camera distance. The advantage

of the orthographic model is that it is simpler and leads to more stable computations of parameters like

epipolar lines [SZB95]. When images are close to being orthographic, it is therefore advisable to use a
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simplified technique for computing the fundamental matrix. As described by Shapiro et. al [SZB95],

the orthographic fundamental matrix has the form

F =

2
664

0 0 a

0 0 b

c d e

3
775

and may be computed from 4 or more point correspondences using linear least squared techniques. It

is easily seen that the epipoles are given by:

~e0 =
1p

d2 + c2
[�d c 0]T

~e1 =
1p

b2 + a2
[�b a 0]T

For the orthographic case, the epipoles are already at infinity so we may leave out rotations aboutdi.

The orthographic prewarps are hence given by

H�1
0 = R�0

H�1
1 = TR�1
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Appendix B

Orthographic View Morphing

This appendix presents the monotonicity constraint for orthographic views and its impact for view

synthesis.

Monotonicity states that the projections of any two points on the same epipolar plane appear in

the same order along conjugate epipolar linesl0 and l1. If this property holds for all corresponding

epipolar lines in the two views then we say that monotonicity holds forI0 andI1. LetP andQ be two

scene points on the same epipolar plane that are visible in both images. Geometrically, the constraint

dictates that the line throughP �Q may not intersect the line segmentN0N1 joining the tips of the

two view normals.

A useful property of monotonicity is that it extends to cover a range of views in-betweenV0 and

V1. We say that a third viewVs is in-betweenV0 andV1 if its normalNs intersectsN0N1. Because the

line throughP andQ intersectsN0N1 if and only if it intersects eitherN0Ns orNsN1, monotonicity

of V0 andV1 implies monotonicity ofV0 andVs as well asVs andV1. That is, any two points on an

epipolar plane must appear in the same order on corresponding epipolar lines of all three images. This

property, that monotonicity applies toin-betweenviews, is quite powerful and is sufficient to uniquely

predict the appearance of the visible scene from all viewpoints in-betweenV1 andV2. The proof of

this result is identical to the perspective case, given in Section 3.5.1. Fig. B.1 illustrates the impact of

the monotonicity constraint on view synthesis.

B.1 Image Interpolation

In Section 3.7 it was argued that linear interpolation of two orthographic views produces another

orthographic view. More specifically, ifV0 andV1 are two orthographic views, then linear interpolation

of pointsp0 2 I0 p1 2 I1
ps = sp0 + (1� s)p1

creates a new viewVs with projection matrix�s corresponding to

�s = s�0 + (1� s)�1

In other words, interpolation of images in 2D has a direct physical interpretation in terms of views, a

connection that was recognized by Ullman and Basri [UB91] in the context of object recognition. In

spite of this result, image interpolations do not account for changes in visibility and often correspond



100

Ι

ΙΙl

l

l

P
Q

qp p q p q

E

P − Q

0

s 1
0

0 0
s

s s 1 1

1

1

sN N

NN
0

1

N
0

Figure B.1: Monotonic Viewing Geometry. IfP appears to the left ofQ in imagesI0 andI1 then
it must also inIs, providingNs intersectsN0N1. Monotonicity requires that lineP � Q does not
intersectN0N1.

E

V
VX

Y

X
X

YY

Z

Z Z

V
0

0.5

1

E

V
VX

YX X
Y

Y

Z
Z Z

V

0

0.5

1

(a) (b)

Figure B.2: Views Generated by Image Interpolation.(a) Interpolating theX andY axes ofV0 and
V1 produces a view that is skewed and tilted with respect to the epipolar planeE. (b) Prewarping
remedies the problem by aligning the view coordinate systems prior to interpolation.
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to very unintuitive view interpolations. Fig. B.2a graphically depicts the interpolation of viewsV0 and

V1. Although bothV0 andV1 are normal to the epipolar planeE, the interpolated viewV0:5 is tilted by

45 degrees with respect toE. In addition, the axes ofV0 andV1 are orthonormal, whereas the axes of

V0:5 are neither orthogonal nor of unit length. Clearly,V0:5 does not correspond to anin-betweenview,

as defined above, so monotonicity may not be preserved and correctness of the interpolated image

cannot be ensured. Furthermore, there are cases where interpolation degenerates, such as whenI1
is a 180 degree rotation ofI0. In this case, the morph collapses to a point, with all points mapping

to the origin inI0:5. In short, image interpolation of orthographic views will generallynot produce

new views within the same monotonic range. Fortunately, however, these problems can be corrected by

appropriately aligning the two images before performing the interpolation (see Fig. B.2b), as described

next.

B.2 The Need for Rectification

The odd view trajectories obtained from orthographic image interpolations arise because linear inter-

polation of views does not amount to linear interpolation of gaze directions. Two viewsV0 andV1 each

define a direction of gaze,N0 andN1. Intuitively, we might expect the gaze direction to follow the

most direct path betweenN0 andN1 during a smooth transition betweenI0 andI1 . However, this is

generally not the case in view interpolation, as Fig. B.2a illustrates, due to the nonlinear relationship

between plane and normal transformations1 .

A morph can be made to interpolate gaze directions and to generate valid in-between views in the

same monotonic range by first aligning the coordinate axes of the two views. This is accomplished

by means of a simple image rectification procedure that aligns epipolar lines in the two images. The

result of rectification is that corresponding points in the two rectified images will appear on the same

scanline. In other words, a point[x0 y 1]T 2 I0 will correspond to point[x1 y 1]T 2 I1. Prewarp

procedures sufficient to achieve this criterion are described in [SD95b] and Appendix A.

1Normals are transformed by the inverse transpose of the plane coordinate transformation.


