15-781 Midterm, Fall 2001
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e There are 6 questions. AV\IM@ CS‘CMU~EDU L"C/‘»‘Jl/\-@/\
e (Questions 1-5 are worth 19 points each. l / Vé, Wka-& V‘/\; < XC'&\\/-Z,S .

e Question 6 is potentially time-consuming and worth only 5 points. Only attempt it if
you are certain there aren’t any missing parts or errors in your answers to the other
questions. ‘

e The maximum possible total score is 100.



1 Decision Trees (19 points)

The following dataset will be used to learn a decision tree for predicting whether a person
is happy (H) or sad (S) based on the color of their shoes, whether they wear a wig and the
number of ears they have.

Color | Wig | Num. Ears | (Output)

Emotion
G Y 2 S
G N 2 S
G N 2 S
B N 2 S
B N 2 H
R N 2 H
R N 2 H
R N 2 H
R Y 3 H

(a) (2 points) What is H(Emotion|Wig=Y)? [

“(b) (2 points) What is H(Emotion|Ears=3)? O ’

(c)- (8.points) Which attribute would the decision-tree building algorithm choose to use
for the root of the tree (assume no pruning).
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(d) (3 points) Draw the full decision tree that would be learned for this data (assume no
pruning). Col
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(e) (8 points) What would be the training set error for this dataset? Express your answer
as the percentage of records that would be misclassified.

12% %
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The next two parts do not use the previous example, but are still about decision tree
classifiers.

(8 points) Assuming that the output attribute can take two values (i.e. has arity 2)
what is the maximum training set error (expressed as a percentage) that any dataset

could possibly have?
50 %

(3 points) Construct an example dataset that achieves this maximum percentage train-
ing set error. (It must have two or fewer inputs and five or fewer records).
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2 Probability Density Functions (19 points)

Consider the PDF shown in the following figure and equations

p(x)=2/w—]
p(z) = 0 ifz<0
(z) = 2 2 fo<z<w
PE= W™ w
p(z) = 0 ifw<z
plx}=0 x=0 X=w

(a) (8 points) Which one of the following expressions is true? (note—exactly one is true).
Write your answer (a choice between 1 to 12) here:

v 2 2z w 2 2 w 9 9
W EW= [ G- ®) BWX]= [ oz - ) © BX= [z -2

0 Bx= [ G- ® o= [ C-Baw @ Ex= [ -
(10) E[X] /w . o " my)dw (11) E| ]_/w:ow(a—ﬁ)dw (12) E[X]:/w:O (= - =)d

(b) (4 points) What is P(z = 1jlw = 2)? O (ro» (’“100&“-(‘3 wasSS )

(¢) (4 points) What is p(z = 1jw = 2)? .%._ _:. - LZ.

(d) (4 points) What is p(z =0lw =1)? &._ 8. = 2

)

(4 points) Suppose you don’t know the value of w but you observe one sample from
the distribution: z = 3. What is the maximum likelihood estimate of w?
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(f)

(g)

In a completely different Bayes Classifier example, suppose you trained a Bayes Clas-
sifier using General Gaussians on the following data that has two real-valued inputs
(X1 and X3) and one two-valued categorical output Y.

A

A

‘a BB B B
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ABBB BB BB
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A

X1—>

(8 points) What class would the Bayes Classifier predict for inputs at the location
shown by a question mark in the following figure? (Note: I strongly advise you to
answer this by common sense and “eyeballing” —don’t waste precious time calculating

‘the Bayes Classifier. . “}”
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(3 points) And what class would it predict for the following location?
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3 Gaussian Bayes Classifiers (19 points)

(a) (2 points) Suppose you have the following training set with one real-valued input X
and a categorical output Y that has two values.
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You must learn the Maximum Likelihood Gaussian Bayes Classifier from this data.
Write your answers in this table:

g = I 0% = I PY = 4) = 2./7
=g |- Bl [PU=B)- 5/
5

I considered asking you to compute p(X = 2|Y = A) using the parémeters you had
learned. But I decided that was too fiddly. So in the remainder of the question you
can give your answers in térms of o and 3, where:

a = p(X =2Y = A)
8 = p(X=2Y =B)

(b) (2 points) What is p(X = 2AY = A) (answer in terms of a)?
= P(x:z)y:k)(’(?:AS = %—-o(
(c) (2 points) What is p(X = 2AY = B) (answer in terms of §)?
) s p(¥=2]7=BDP(Y=8\= ¥
(d) (2 points) What is p(X = 2) (answer in terms of a and 5)?
RN
(¢) (2 points) What is P(Y = A[X = 2) (answer in terms of & and £)?

= P(7=A'\X=2) - "2’7'9" - 2
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(h)
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(8 points) Finally, consider the following figure. If you trained a new Bayes Classifier
on this data, what class would be predicted for the query location?
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4 Bivariate PDFs (19 points)

Consider the following PDF defined by these equations and sketched in this figure:

34
p(x,y)
=0
2 everywhere
else
v p(x,y)
p(z,y) % fz>1Nz<2Ay>0Ay<2 ;/2
p(z,y) 0 Otherwise o insidq
v this
box
0 T
0 1 2 3
X

(a) (7 points) What is p(z)? (your answer should be a function of z that integrates to 1)
o W x<|
l’(’@"’ §) W Nsxs€2

o f x>¢

(b) (6 points) Is X independent of Y7

YES

Now consider a different joint distribution over (z,y):
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5 Bayes Rule (19 points)

(a) (4 points) I give you the following fact:
P(A|B) = 2/3

Do you have enough information to compute P(B|A)? If not, write “not enough info”. If so,

compute the value of P(B|A).
Ner E Nﬁ*a\’\ \a é-o

(b) (5 points) Instead, I give you the following facts:
P(A|B) = 2/3
P(A|l~B) = 1/3

[43

Do you now have enough information to compute P(B|A)? If not, write “not enough info”.

If so, compute the value of P(B|A).

b\” 6«6\3\/\ \’\6)

(¢) (5 points) Instead, I give you the following facts:

PAB) = 2/3
P(Al~B) = 1/3
P(B) = 1/3

Do you now have enough information to compute P(B|A)? If not, write “not enough info”.
If so, compute the value of P(B|A).

PRy = PADPE . Hxs L
PP @+ PADPER) %+ 5x73

(d) (5 points) Instead, I give you the following facts:

P(AB) = 2/3
P(A~B) = 1/3
P(B) = 1/3
P(A) = 4/9

Do you now have enough information to compute P(B|A)? If not, write “not enough info”.

If so, compute the value of P(B|A). ¥ S\_’\u \TZ_ (a# C A2 >



6 Drunk Squirrels (5 points)

e A drunk squirrel is dropped onto a 1-dimensional branch of an oak tree at location s.
s is drawn from a Gaussian: s ~ N(us; = 0,02 = 22).

e The squirrel makes a step. It moves to the right by distance d, where d ~ N(0,1). (If
d is negative, it moves to the left of course). If we write f as the final location of the
squirrel, we see f ~ N(s,1).

e d is independent of s.

The squirrel ends up at location location f = 2. What is the most likely location s that the
squirrel landed on the branch initially?
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