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ABSTRACT

Therapidly expandingvoicerecognitionindustryhassofar shavn
a preferencdor grammasbasedanguagemodelling, despitethe
betteroverall performancef statisticalanguagenodelling.Given
that the advantagesof the grammasbasedapproachmale it un-
likely to be replacedas the primary solutionin the nearfuture,
it is naturalto wonderwhethersomecombinationof the two ap-
proachesmay prove useful. Here, we describean implemented
systenthatusesstatisticallanguagemodellinganda decision-tree
classifierto provide the userwith somefeedbackwhengrammar
basedrecognitionfails. Usersof this systemhadmoresuccessful
interactionghandid usersof a controlsystem.

1. INTRODUCTION

Over the last few years,continuousspeakr-independenspeech
recognitiontechnologyhasreachedhe point of commercialvia-
bility, andwith this landmarkhascomean explosion of interest
from industryin spolen dialoguesystemqd1, 2, 3, 4, 5]. Inter
estingly theapproachakenby thenen commerciaimplementers
differssignificantlyfrom thatpursuedver severaldecades aca-
demia,particularlyin the areaof languagemodelling. The stan-
dardformula previously wasto collecta corpusof utterancesp-
propriateto the domainusing Wizard of Oz simulationsand use
this to train a statisticallanguagemodel. This formula produced
someimpressve systemg6, 7, 8, 9] andwhilst therewasspecula-
tion aboutthe alternatvesit wasclearwhatthe mainstreanwas.

Despitethis, commercialimplementersare now focusingal-
mostexclusively on grammasbasedanguagemodels,for anum-
berof reasonsCollectingalargeenoughcorpusto createan SLM
is time-consumin@ndexpensve, whereasa grammarcanbewrit-
tenquickly. With SLM-basedrecognition,a separatg@arsemust
be implementedo extract semanticcontent,whereasa grammar
basedanguaganodelcanbeannotatedvith semanticenddouble
asaparser Lastbut notleast,grammatbasedrecognitioncanof-
ten performbetterif usersknow whatthey cansayto the system
[10]. Commerciakystemsaretypically system-initiatve anyway,
andif only a limited rangeof responseseedsto be covereda
grammaiis the obviouschoice.

We would like to thankBeth Ann Hockey for several helpful discus-
sions.

manny. rayner }@ | uencyvoi ce. com

[10] alsodemonstratedhowever, the increasedobustnessof
SLMsonunusuaklndlessconstraineditterancesGrammaibased
recognisersre brittle with respecto out-of-corerageutterances;
in contrasttheperformancef anSLM degradesnmuchmoregrace-
fully. Whenuserspeechiendsto beunconstrainedn particularin
the caseof novice userswho simply dont know what they can
say an SLM may be a betterchoice. This separatiorof strengths
suggestghe ideaof someha combiningthe two approacheslf
we try to dothis, our basicgoalwill beto retainthe advantageof
grammatbasedrecognitionfor experiencedusers,while shading
off into SLM-basedrecognitionwhenusersstrayoutsidethe cov-
erageof thegrammarr whengrammarbasedecognitionfails for
otherreasons.

In the work reportedhere, a direct continuationof [10], we
have attemptedo implementa stratgy of this generaltype. Our
firstideawassimply to recogniseeachutteranceusingbothagra-
mmar andanSLM-basednodel,andthenusetheassociatedon-
fidencescorego decidewhichresultto passonto downstreanpro-
cessinglnitial experimentsverehowever uncorvincing. For core
domain utterancesmeasuresdasedon confidencescoresfailed
to discriminateaccurately and it was not obvious how to iden-
tify casesvherethe SLM-basedesultwasmorereliablethanthe
grammasbasedne.Forlessconstraineditterancesyeitherrecog-
niserdid very well; eventhoughthe SLM-basedonewasusually
muchbetter its outputwastypically still too noisyto be suitable
for normalprocessing.

Examinatiorof theseresultshowever suggested morepromis-
ing strat@y. Insteadof thinking of the SLM-basedrecogniseras
a simple backupor alternatve to grammasrbasedprocessingwe
insteaddecidedto useit to improve the quality of the help mes-
sagesproducedby the systemwhen grammasbasedrecognition
failed. Specifically we implementeda small setof helpmessages,
eachof which wasdesignedo be appropriatdo a certaintype of
userutterance Whenthe confidencescorereturnedby grammar
basedecognitionfalls undera giventhresholdthe dialogueman-
agerbacksoff to the SLM-basedrecognitionresult,andattempts
to useits contentto choosea relevant help message.Sincethe
smallspaceof helpmessageis farmoreconstrainedhanthelarge
spaceof structuredsemantiaepresentationgroducedoy the nor-
mal grammay the taskis correspondinglysimpler and canbe at-
temptedmorerealisticallyusingthe noisyinput available.

We will call this approachtargeted help. We describehere
a seriesof experimentsin which we have evaluatedthe utility of



User Hello?

System Hello. How canl help?

User Um, canl have somelightson?

System Sorry | didn’t quitecatchthat. To turnadevice on
or off, you could try somethinglike “turn on the
kitchenlight”.

User Turnonthekitchenlight.

System Thekitchenlight is now on.

User Whatothersortsof thingsarethere?

System | didn’t quite catchthat. To find out whatdevices
thereare,you couldtry somethindik e “what de-
vicesarethere”, or “what devicesaretherein the
lounge”.

User Whatdevicesaretherein thelounge?

System Therearethreethingsin thelounge;thecomputer
thevcr andthetelevision.

User Turnonthetv andthevcr andcheckthe computer
is off.

System | didn't quite catchthat. Long commandsanbe
difficult to understandPerhapsry giving separate
commanddor eachdevice.

User Okay, checkthe computers off ...

Fig. 1. Examplesessionwith targetedhelp versionof the home
controlsystemfrom [10]

thetarmgetedhelpmethodin the contet of themedium-wcatulary
commandand control taskfrom [10]. We stressthatin tamgeted
helpthe SLM is not beingusedto improve the performancef the
recogniser. On the contrary we aretrying to improve the perfor
manceof the user; theaim is to getnaive userssayingthingsen-
tirely within grammarcoverageas quickly aspossibly sincethis
is ultimatelythe bestway to optimiseperformanceThehelpmes-
sagesredesignedo provide feedbacko usersvhoarenotrecog-
nisedin sucha way thatthe likelihood of their beingrecognised
correctlyin subsequenttterancess increasedPutslightly differ-
ently, the targetedhelp modules job is to guessoughlywhatthe
useris trying to do, and educatehemwith anin-coverageutter
ancethat would achiere a similar end. Figure 1 shavs a sample
sessionwith thetargetedhelpversionof the system.

The restof the paperis organisedasfollows. Section2 de-
scribesthe basesystem,and Section3 the targetedhelp module.
Section4 describesa simple evaluation,which contraststhe be-
haviour of naive subjectontargetedhelpandplain versionsof the
system.Section5 concludes.

2. BASE SYSTEM

Thebasesystemis the On/Off House(OOH) systemwhichis im-
plementedusingthe NuanceToolkit platform[1], andoffers En-
glish spolenlanguagecontrol, via telephonepf about20 devices
in a simulatedhome. Device typesincludeboth on/off andscalar
The dialoguemanageris implementedn Visual C++ using the
NuanceDialogueBuilderAPI. The modeof operationis primar
ily userinitiative. The grammaroffers coverageof a fairly broad
rangeof language,ncluding commands(“Turn on the heater”,
“Turn off the light in the bathroom”), several typesof questions
(“Is the heaterswitchedon?”; “What is therein the kitchen?”;
“Whereis thewashingmachine?”;‘Could youtell mewhichlights

areon?”), universalquantification(“Switch off everythingin the
bathroom”),conjunction(“Are thehall andkitchenlights switched
on?”; “Switch off the radio, TV and computer”),ellipsis (“Turn
on the cooler”... “now the microvave”) and pronouns(“Switch
off the sterecandthe hi-fi"... “switch themon again”). The sys-
temhasbeentunedover four or five iterationsof usertesting,and
performswell enoughto have beensuccessfullydemonstratedh
public on severaloccasions.

Tametedhelphasbeenaddedo thesystenmsuchthatwheneer
an utterancds not recognisedabove a certainconfidencethresh-
old usingthegrammarbasedsystemjnsteadof the standarderror
message;Sorry, try again; beingplayedto the user somefur-
therprocessings done.First, the utterancas passedo adomain-
specificSLM-basedrecogniseifor a secondrecognition. There-
sult of this recognitioncontainsinformation suchaswhat words
therecogniserecognisedwhatconfidencescorest placesonthose
words,whatconfidencescoreit placeson the entireutteranceetc.
This resultis usedto createafeatureset. A decisiontreeclassifier
is thenusedto classifythe featuresetandreturnthe class. This
classmapsto anerrormessagewhichis playedto the userbefore
returningto the mainloop of the application. The error message
playedwill typically be of thegenericform

“l didn’t quitecatchthat. To (carry out some action),
you could try somethinglike (example of suitable
command).”

Section3.3 containssxamplesof errormessages.

The SLM, which is describedn moredetailin [10], wascre-
atedusingabout4000transcriptionf utterancesollectedusing
the On Off Housesystem plus a further 200 utterancesppropri-
ateto the homecontrol domaincollectedusing only recognition
feedback.The performanceof this SLM is comparableo that of
thegrammarbasedecogniseover a mixed corpus.

3. THE TARGETED HELP MODULE

3.1. Classifier

The moduleresponsiblgor selectingthe help messagédiasbeen
implementedas a simple decisiontree classifierbuilt using the
popular See5system[11]. This classifierwas trained on about
1000utterancesdncludingthe200lessconstraineditterancesised
to createthe SLM. Theremainderof the classifiertraining corpus
was also taken from the SLM training corpus. This meansthat
despitethe fact that at run-time targetedhelp only handlesutter

ancegejectedby thegrammarattrainingtime abalancedsample
of rejectedandaccepteditterancess used. This doesmeanthat
the training corpuswas not exactly reflective of the run-timein-

put the classifierwould receve, but it enabledusto maximisethe
availabletrainingdata,which we considerednoreimportant. The
utteranceswvere classifiedby handusingthe transcriptions. The
training datawas preparedby recognisingeachutterancen turn

usingthe SLM andthenprocessinghe outputof the recognition
to producethe desiredfeatureset. This meansthat both at train-

ing time andat run-timethe classifieris usingoutputof the same
SLM.

3.2. Features

Thefirst setof classifierfeaturedried consistednly of thewords
andtheir confidencescores. Inspectionof the decisiontree pro-
ducedby the classifiersuggestedhat indirect approachesvere



being usedto accessertaininformation; for example,the pres-
enceof afifth word might be madeuseof, probablyasa way of
determiningwhetherthe utterancecontainedessthanfive words.
At the sametime, featureswere beingmadeuseof thatwereun-
likely to beanything morethana spuriousfeatureof thedata.This
suggestedhat explicit inclusionof certainfeaturesfor example,
numberof words,mightimprove performance.

The final featuresetusedconsistsof the following: the in-
dividual words; their confidencescoresithe utteranceconfidence
score;the numberof wordsin the utterancethe numberof occur
rencef eachof theitems*“on/off”, “the”, “and” and“turn/switch”
(four features)whetheror not the utterancestartedwith eachof
the items “what is there/whas in”, “is there”, “where/wheres”,
“turn/switch”, “the”, “what is on/whatis switchedon/whats on”,
“which”, “could/can/would”, and“are/is” (ninefeatures)whether
or not the utterancecontainedan occurrenceof eachof the items
“are therearyl/is thereary”, “what/whats”, “is anything”, “turn-
/switch”, “please”and"everything/all” (six features) andwhether
the utteranceendswith “are there”.

3.3. Classes

The classificationsisedwere hand-selectetiasedon obseration
of the corpus.Below arethe mostcommonof the 12 classeswvith
theirassociate@rrormessageandpercentagef thetrainingcor-
puscoveredby each;

REFEXP.COMMAND(35%) - “I didn’t quite catchthat. To
turn a device on or off, you couldtry somethindike ‘turn on the
kitchenlight'.”

LONG_.COMMAND(13%) - “I didn’t quite catchthat. Long
command<ganbedifficult to understandPerhapsry giving sepa-
ratecommandsgor eachdevice”

PRON_COMMAND(11%)- “I didn't quitecatchthat. To change
the statusof a device or groupof devicesyou've just referredto,
you couldtry for example‘turn it on’ or ‘turn themoff’.”

REFEXPSTATUS_QUERY(9%) - “I didn't quite catchthat.
To find out the statusof a device, you couldtry somethindike ‘is
thelight on’ or ‘is thekitchenlight on’.”

DEFAULT_ERROR(15%)- “Sorry, try again’.

3.4. DecisionTree

The baselineerror rate for the classificationtaskis 65%, if the
systenclassifieseverythingasa REFEXPCOMMAND (the most
commonclass). Classificationbasedonly on the first word im-
proves the error rate to 40%. The error rate for the final deci-
siontree,measuredsingcross-alidationonthetrainingdata,was
12.2%.

4. EVALUATION

The tamgetedhelp systemanda control systemwere madeavail-
able over the telephone. Both systemsmadethe useraware of
the global “help” optionin the introductoryprompt. The global
help messagavasthe samein both systemsand consistedof all
the targetedhelp messageseadout in sequence.Upon recogni-
tion failure, the “helpful” systemissueda targetedhelp message
asdescribedibore, whereaghe controlsimply hadonebehaiour:
first, to say“Sorry, try again”andthen,on aconsecutie failure,to
issueashortversionof theinitial helpmessageThis controlstrat-
egy waschosensimply to reflectan approachcommonlytakenin

commercialsystems. Our objectve was not to measuresuccess
againstthe bestpossiblenon-tagetedhelp system(we know too
that oursis not the bestpossibletargetedhelp system)but rather
againsta plausiblyrepresentate one.

Userswere given a scenariowhich involved ringing a voice
controlledhouseandleaving it in a securestate:fire riskswereto
be minimized,yet the houseshouldappeamnccupiedto deterbur-
glars. The only prior informationgiven to usersaboutthe house
wasa smallunlabelledfloor planwith picturesof somefurniture
items(e.g.sofas,sinks,toilets)in orderto indicatethe numberand
type of roomsin the house.Userswerenottold which voice con-
trollable devices werein the house(or whetherthey were on or
off), whatthosedevicescould do, or ary guidanceasto how one
shouldtalk to the house.The ideawasthat knovledgeaboutthe
voice control systemshouldresultentirely from experiencewith
the system.After completingthetask,usersfilled in a shortques-
tionnaire,designedo elicit, amongsbtherthingshow goodamen-
tal pictureusershadmanagedo build of thehousejts devices,the
operationghey couldperformandthelinguistic capabilitiesof the
speechinterface. Sixteenusersperformedthe taskwith the tar
getedhelpsystemandfifteenwith the control.

We measurediialoguelength, word error rates,in coverage
rates,andusers’knowledgeof thehouseandthe systems capabil-
ities.

Analysisshaved thatthe word error ratesof usersof the tar-
getedhelp systemwere very significantly lower thanthe control
groups (39% versuss5%, for a one-tailedtest0.0002 > P; with
a = .999 the differencein proportionslies between10.5%and
21.3%). The numberof in-coverageutterancesvas also signifi-
cantly higherin the targetedhelp system(47% comparedo 36%,
for a one-tailedtest P = 0.0012; with «=.90, the differencein
proportiondies betweerb% and17%). Althoughbothword error
ratesare high, this is to be expectedin our scenariowhereusers
arecompletelynew to the systemandhave received no guidance
in how to talk to it. Furthermorejn the control systemthe error
ratein thefirst five utterancess particularlyhigh (76%)compared
to the intelligent help system(45%). This suggestaisersmore
quickly attunethemselesgiventheintelligenthelpsystem.

Theword errorratesfor our statisticalanguagenodelshav a
similar patternover our corpus: 30% (for intelligenthelp) versus
44% (for control) overall; 40% versus62% for the first five ut-
terancesTheseratesarestill high andthe SLM doesoutperform
the grammarbasedrecognizeroverall — but the importantfea-
turefor our purpose$10] is thevaluableoutputobtainedon out of
coverageutterancesfor whichthegrammarbasedecognizeffails
completely

Usersof theintelligenthelpsystemalsouseda greatewariety
of constructionsn theirinteractionsFor example aswell as“turn
on the X" and"“is the X on” they weremorelikely to try “what
is on” or “what devices arethere”. Also, after hearinga system
suggestionthey oftenusedit immediately;all barthreedid this at
somepointandoneuserdid it threetimes.In thecontrolsystema
useronly hasthewelcomemessager asubsequerfhelp” request
to remindthemof systemcapabilities.To our surprisejntelligent
help systemusersactually requestechelp more often (only one
control userrequestechelp whereassix helpful usersdid). Our
initial hypothesisvasthatcontrol userswould requesimorehelp
becaus¢hey would needt more. It maybethattheintelligenthelp
systemactuallyhelpsusersemembethatusefulhelpis available.

Someof our users,in both systems,shaved a tendeng to
speakto the systemin a robotic manney for example, “turn on



light” ratherthan“turn on thelight” Suchspeechalsodisplayed
disflueng, hyperarticulatiorandvoiceraising,all of which nega-
tively affect performance As a crudemeasureof this, we simply
countedthe numberof occurrencesf theword “the” in theusers
speechUsersof theintelligentsystemaveraged.66 occurrences
per utterancewhereascontrol usersaveragedd.53. Furthermore,
thecornversationof roboticusersevealthatwhilst they wereslov
to extinguishthis behaiour, a stratgy of copying an intelligent
helpsuggestiomeducedheroboticspeectiendeny. (Usersocca-
sionallyimitatedeventhe suggestiors prosody).

Dialogueswith theintelligenthelpsystenmprovedto belonger
on averagethanthosewith the control. Only onedialogue which
wasin the control, consistedf atotal failure to achieve anything.
Almostone-third(5) of theintelligenthelpassistediialoguesvere
longer than 35 turns, while noneof the control dialogueswere.
Although the sampleis small, three of thosereveal usersbeing
guidedto thecorrectway to expressa questiorandthensystemat-
ically exploring the houseby askingquestiong“What is therein
the kitchen?”) andthenactingon whatthey weretold about. In
the control,only onedialogueof the longestfive revealedevenan
attemptat systematiexploration. In both systemstherearegood
examplesof systematicexplorationwhenrecognitionaccurag is
generallygood. We had hopedour questionnairesvould reveal
userswho felt in controlof their dialoguegbut seebelow).

Althoughthequestionnairemdicatedthatintelligenthelpusers
endedheircallswith agreaterawarenessf thestatein whichthey
left the house the resultwasnot statisticallysignificant. We cal-
culatedawarenesdy scoring—1 for anincorrectstatemenabout
a device stateand —0.5 for an*“l don't know”. (Intelligenthelp
usersaveraged-2.6 andthe controlgroupaveraged-3.6).

Therewasno significantdifferencen users’perceptiorof the
systems abilities. By scoringl for a correctanswer(e.g. “yes”
to “the systemcan turn on two devices at the sametime”) and
—1 for anincorrectanswey the control groupactuallymaiginally
outscoredntelligenthelp users.However, it appearghatpercep-
tionsbearonly a passingsemblancéo reality. For example,more
thanhalf of the control usersstatedthat they thoughtthe system
could understandh pronounin “Switch it on” althoughtherewas
only oneinstanceof this actuallyhappening!Possibly userswith
very limited examplesof successfuinteractionswere just more
likely to guessthat otherinteractionsthey never consideredvere
morelikely to succeed.

5. CONCLUSIONS

We have describeda systenthatcombineggrammasbasecdandro-
bustapproacheso naturallanguagaunderstandingdpy usingaro-
bust methodto guidethe userinto coverageof a grammasbased
recogniserlnitial evaluationof the systemhasshavn positive re-
sultsin termsof users increasedability to getrecogniseddy the
systemandto accomplishatask. It is worth rememberinghatour
samplewas restrictedentirely to peoplewho had never usedthe
systembefore. Giving the systema way to adjustits help strat-
egy to thelevel of experienceof the useris aninterestingiopic for
futureresearch.

Thereare obvious relationshipsbetweenthe work described
hereandthe literatureon call-routing[12, 13, 14]. In both cases,
the centralproblemis to develop robust methodswhich canclas-
sify a spolen utteranceinto one of a setof possiblealternatves
and take appropriateaction basedon that classification(in this
casereturningan appropriatehelpmessage)Decisiontreeclassi-

fierstendto overfit datawhenappliedto unsuitabledomaing15],

andthegeneraktonsensuis thatlatentsemantianalysisandother
matrix-basednethodgjive bestperformancen call-routingtasks.
Weintendin thenearfutureto implementanew versionof oursys-
temusingthis kind of technology
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