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Abstract

Solution of large, sparse linear systems is an important problem in science and engineering. Such systems
arise in many applications, such as electrical networks, stress analysis, and more generally, in the numeri-
cal solution of partial differential equations. When the coefficient matrices associated with these linear
systems are symmetric and positive definite, the systems are often solved iteratively using the precondi-
tioned conjugate gradient method. We have developed a new class of preconditioners, whichupe call

port treepreconditioners, that are based on the combinatorial properties of the graphs corresponding to the
coefficient matrices of the linear systems. We call the resulting iterative mmippdrt tree conjugate
gradient or STCG. These new preconditioners are applicable to the class of symmetric and diagonally
dominant matrices, and have the advantage of being well-structured for parallel implementation, both in
construction and in evaluation. In this thesis, we present the intuition, construction, implementation, and
analysis of STCG.

STCG is based upon an interesting isomorphism between a certain class of matrices (which we call Lapla-
cian matrices), edge-weighted undirected graphs, and resistive networks. Using this isomorphism, we
show that an iterative method can be interpreted in terms of these discrete structures. Based on this inter-
pretation, the STCG method for accelerating convergence is developed, which involves constructing other,
more efficient discrete structures called support trees, and using their interpretation as matrices to apply
them as preconditioners. Interestingly, the matrix preconditioners used in STCG are larger, but sparser
than conventional preconditioners. Additionally, the construction of support trees is basically an applica-
tion of recursive divide-and-conquer. Support trees have very regular structures and are very well-suited
for parallel implementation.

Through theoretical analysis and numerical experiments, we show that STCG is practical and efficient for
the parallel solution of large sparse linear systems with Laplacian coefficient matrices. STCG is an inter-
esting example of combinatorial techniques being applied to solve an algebraic problem. These techniques
have wider applicability than the acceleration of iterative techniques. We also demonstrate an application
of these techniques to the more general problem of bounding eigenvalues.
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1
Introduction

Consider the solution of linear systems of the form

AX = b (1.1)

whereA is annxn matrix, and bottkx andb arenx1 vectors. Of special interest is the case wiAdeelarge and sparse.
Systems of this sort arise frequently in many applications such as electrical networks, tomography, diffusion, and
structural mechanics [Axelsson (1994)]. We are especially interested in linear systems that arise from the solution of
elliptic boundary value problems by either the finite element or finite difference methods.

The termsparseabove refers to the relative number of non-zeros in the n#atAx nxn matrix A is considered to be

sparseif A has onlyO(n) non-zero entries. In this case, the majority of the entries in the matrix are zeros, which do
not have to be explicitly stored. Axn dense matrix ha®(n®) non-zeros. One of the goals of dealing with sparse
matrices is to make efficient use of the sparsity in order to minimize storage throughout the computations, as well as
to minimize the required number of operations. Sparse linear systems are often solved using different computational
techniques than those employed to solve dense systems.

The termlarge varies with respect to the current generation of computers, and with the sparsity of the system. A
densenxn system require€(n?) storage vsO(n) for a sparse matrix of the same order. Nonetheless, some generali-
zations can be made with respect to the size of feasible linear systems. Where at one time (1960's) dense linear sys-
tems withn > 100 were considered large, such systems can be solved easily on the current (1995) generation of
scientific workstations. In 1995, dense linear systemsmi#tth0,000, and sparse linear systems with100,000 are
considered large by most computational scientistsnamifl continue to grow. As systems with= 10,000 become

the norm, the desire for more resolution and more accurate simulations witi fubecome larger and larger.

Since large linear systems may require intensive computational resources to solve, it is important to take advantage of
any special information about the coefficient matrices that is available. Consequently, a host of techniques exist that
are applicable to specific kinds of matrices. The techniques presented in this thesis are no different: they are applica-
ble to a specific class of matrices which we call Laplacian matrices. These matrices are characterized by being sym-
metric, diagonally dominahtand containing non-positive off-diagonals. Laplacian matrices frequently arise in the

1. Annxn matrix A = [g;] isdiagonally dominanif, forall i 0{12, ..., , |a;] 2 Z\aij\ .
IE3l



solution of elliptic boundary value problems. For example, elliptic problems that are discretized with the finite ele-
ment method using linear, triangular elements yield coefficient matrices that are Laplacian provided that all the angles
of the elements are less thar?f.90

There are two broad categories of methods for solving linear systegetd.anditerative

A direct method for solving the system of equations (1.1) is any method that produces the saftgora finite

number of operations [Axelsson and Barker (1984)]. An example of a direct method is using Gaussian elimination to
factor A into matriced andU whereL is lower triangular antl is upper triangular, then solving the triangular sys-

tems by forward and back substitution. Direct methods are typically preferred for dense linear systems. The problem
with direct methods for sparse systems is that the amount of computational effort and storage required can be prohib-
itive. For example, consider the case oika finite element mesh defined for Laplace’s equation on the unit square.
The coefficient matri in this case is?xr?, and will haveO(nz) non-zero elements. A naive direct solution may

lead to storage cﬁ)(n“) and computational effort (ﬂ)(ns) [Axelsson and Barker (1984), Golub and Ortega (1993)].
Nested dissection is a technique for reducing storage requirements that has been shown to be asymptotically optimal.
However, even an efficient direct solution method utilizing nested dissection may @nlhirgn) storage and)(n3)
computations [Axelsson and Barker (1984), Hoffman, Martin, and Rose (1973)].

An alternative to direct methods of solution are iterative methods, which involve the construction of a se(ﬁiﬂj]ence {
of approximations to the solutioq for whichx® - x. Many different jterative methods have been developed. Possi-
bly the most basic iterative method is the Jacobi method, definag]ﬁyn = x(n) —D_l(Ax(n) +h) , vtere

the matrix containing only the main diagonalffThe basic first-order linear stationary iterative method involves
repeating gredict-test-correctycle until the result produced with the approximate solution is sufficiently accurate
[Hageman and Young (1981)]. Evetgststep requires the computation/bf('). Iterative methods are storage effi-
cient — the basic iterative method requires cm(yz) storage for amxn coefficient matrix. Moreover, each step of

an iterative method requires or®n?) operations, as well. An iterative method is more efficient than the best direct
method if the number of iterations required can be held to les©(mxn

Theconjugate gradient§CG) method is a popular and efficient iterative method that can be used whenever the coef-
ficient matrix is symmetric and positive definhé\pplied in its basic form to an’xr? coefficient matrix, CG may
requireO(nZ) iterations, which is not an improvement over the best direct method. However, through the use of a
technique known agreconditioning the convergence of CG can be accelerated. The resulting method is known as
the method opreconditioned conjugate gradieBCG). The method presented in this thesis is a variant of PCG that
we callsupport tree conjugate gradierdr STCG.

Parallel performance of a solution method is an important issue. The size of the linear systems that are being solved
has continued to grow over recent years. Linear systems can easily be formulated that exceed the capability of current
serial computers to solve. Consequently, the use of parallel computers is required and it is necessary to design new
algorithms that can simultaneously take advantage of the sparsity and parallel potential of a linear system.

Direct methods for sparse matrices have proven difficult to parallelize. The most common direct methods involve
using Gaussian elimination to factor the coefficient matrix into two triangular matrices, and then performing two suc-
cessive triangular solves. Some progress has been made in parallel factorization, but triangular solution is recognized
as the major bottleneck to effective parallelization [Hesttla) (1990)].

In contrast, the primary operation in iterative methods for sparse matrices is matrix-vector multiplication, which can
be fairly efficiently parallelized for dense matrices, as well as for sparse matrices with regular structure [Btelloch,

al (1993)]. Therefore, iterative methods are attractive for parallel implementation if the number of iterations can be
kept small by accelerating the rate of convergence. Convergence acceleration requires the use of preconditioners,
however, and these form a bottleneck to parallel implementation. This is because every iteration of a preconditioned
iterative method requires the solution of a linear system involving the preconditioner. Typically, this is done using a
direct method: the preconditioner is factored into triangular matrices, and two triangular solves must be performed.

1. Recall tha#A is symmetric itA' = AL Alis positive definite if, for any vectog 0 x'Ax >0



The factorization is performed only once, and the factors are stored for use in every iteration. However, the two trian-
gular solves must be performed at every iteration, and, as noted above, sparse triangular solves are difficult to paral-
lelize efficiently. Several studies have shown that the use of preconditioners can actually decrease the parallel
performance of iterative methods [Greenbaatral (1989), Herouxet al (1991)].

A variant of iterative methods are the multigrid methods, which are primarily applicable to the solution of linear sys-
tems resulting from the discretization of partial differential equations. Multigrid methods can be efficiently parallel-
ized, and require very few iterations to converge. However, in addition to being somewhat limited in applicability,
multigrid methods typically require extensive knowledge of the meshing and discretization processes. Such informa-
tion is often unavailable, and so multigrid methods lack generality.
We can briefly summarize the state-of-the-art in solving linear systems as follows:

« the size of the linear systems to be solved can be expected to increase indefinitely;

« parallel machines are required to solve the largest linear systems;

« iterative methods are promising for parallel implementation, if convergence is sufficiently rapid;

e convergence can be accelerated through the use of preconditioners, but the use of preconditioners can
adversely affect the parallel performance of the iterative method.

On the basis of the summary above, we can conclude that the development of an efficient parallel preconditioner
would be a significant advance in the state-of-the-art for solving sparse linear systems on parallel machines.

In this thesis, we present the design and analysis of a new parallel iterative method for the solution of certain types of
large, sparse linear systems. The systems that we shall consider are large, sparse, symmetric, and diagonally domi-
nant with non-positive off-diagonals. The new method is an extension of the PCG method, and is characterized by the
form of the preconditioner. We call the new metsa@port tree conjugate gradientsr STCG. STCG is unusual in
that the preconditioner is derived from an analysis of the combinatorial properties of the linear system, rather than the
algebraic properties. We shall show, both analytically and empirically, that STCG has the following characteristics:

* the rate of convergence of STCG is superior to most variants of PCG;

« the support tree preconditioners are straightforward to construct, given the coefficient matrix;

e support tree preconditioners are large, but very sparse, therefore requiring

« relatively little storage (usually less than the original coefficient matrix);

» relatively little processing per iteration (usually less than that required by a matrix-vector mul-
tiplication involving the original coefficient matrix);

* STCG is efficient to implement on parallel machines;

e« STCG is nearly as efficient on serial machines as many standard variants of PCG.
In addition, a major contribution of this thesis is a new method for analyzing matrices. The new analytic method
relies on the combinatorial properties of the graphs that are associated with matrices, and enables proofs of various
matrix properties without explicitly referring to the underlying vector spaces. Instead, the proofs involve determining
bounds on flows in networks, and bounds on various properties of network embeddings. Using this new method, we
obtain bounds on the largest eigenvalues of matrices, and prove theoretical bounds on the convergence rate of STCG.

The format of this thesis is as follows. In the next chapter, we review the current state of the art in direct and iterative



methods and show in more detail why a new method is necessary. Following the review, we present the implementa-
tion of STCG. This is followed by a theoretical analysis of the properties of STCG which is divided into two chapters.
Next, numerical experiments are presented that compare the performance of STCG with that of other common vari-
ants of PCG. Finally, STCG is extended to a larger class of problems, and some interesting extensions and applica-
tions of the theory developed for the analysis of STCG are presented.



2
Background

This thesis involves the design and analysis of a new method for solving linear systems. A basic understanding of lin-
ear algebra and the techniques and tools used to analyze and solve linear systems is therefore necessary. In addition,
the method developed in this thesis is based on graph theory, so a basic understanding of this topic is necessary as
well. Below, we first establish some basic definitions and notation. Following that, we review some basic results in
graph theory, direct methods for the solution of linear systems, and iterative methods for the solution of linear sys-
tems.The reader already familiar with this material is encouraged to skip this chapter.

2.1 Definitions and Notation

O will be used to denote the set of real numMbErs. will denote positive real numbergJwhile will denote nega-
tive real numbers.

A column vectox is annx1 array of numbers indexed by roxy.denotes the element in raveof vectorx. An nx1

vector will sometimes be referred to as-gector. We will denote vectors with boldface italic lower-case letters. In
general, a vector may have complex elements, but in this thesis, we shall only be concerned with vectors having real
elements.

A collection of vectors X;,...X,} is calledlinearly independenif, for any collection of scalarsof,...0,} not all
n n
equal to zero,y a;x;#0 . Conversely, if there exists a collectmp.{ a,} with somea; # 0 and ) o;x; = 0,
i=1 i=1
then the collectionX;,... X} is said to bdinearly dependent

A matrix Ais anmxn array of numbers indexed by row and column. TI(g,) is the element in rowand columrj

of the matrixA. An n-vector is a special case of a matrix with a single column. In this thesis, we will be considering
squarematrices in whichm = n. An nxn matrix A is said to be of order. We will denote matrices with italic capital
letters. The elemeri(i,j) will often be denoted bg;. In general, the elements of a matrix may be complex numbers,
although in this thesis, we will only be concerned with matrices having real elements.



Therank of anmxn matrix A, rank@), is the number of linearly independent rows/column&.@n nxn matrix A is
said to be ofull rankif rankA) = n.

Themain diagonabf annxn matrixA is the set of elements indexeddyfori = 1,...n, and is denoted byiag(A). A
matrix D is said to baliagonalif all elements off the main diagonal are zero.

A nxn matrix A is lower (upper) triangularf all elements above (below) the main diagonal are Zereunit lower
(upper) triangularif A is lower (upper) triangular and all the elements on the main diagonalAais strictly lower
(upper) triangularif A is lower (upper) triangular and all elements of the main diagonal are zero.

Thetransposeof anmxn matrix A is denoted by, and is thexxm matrix defined byAl(i, j) = A(j,i) . The trans-
pose of a column vector is a row vector.
n

The inner productof two n-vectorsx andy is denoted x;y), and is defined by(x,y) = Z Xy, . Note that
(X ¥) = (¥, %) . <

Themagnitudeof a vectoix is denoted|x| , and is given bix|| = (x, x)l/2 . A vector with magnitude 1 is called a
unit vector

A matrix issparseif the ratio of zero to non-zero elements is largenAmmatrix A is sparse ifA contains onlyO(n)
non-zeros. The location of the non-zeros in a sparse neisixalled thesparsity patterrof A.

The scalar productof a matrix/vector with a scalar is the component-wise product @fwith the elements of the
matrix/vector: ¢*A)(i,j)=alA(i,}), and (k); = a*x;.

Thematrix-vector producbf anmxn matrix A with ap-vectorx is only defined fon=p. The result is am-vector

n
y=Ax given byy, = Z a; X -
i=1

The matrix-matrix productof anmxn matrix A with a pxq matrix B is only defined fon=p. The result is amxq
n

matrix C=AB given bycij = Z aikbkj .
k=1

Theidentity matrixof ordern is thenxn matrix| for whicha;=1,i=1,...n, anda;=0 fori#j. The identity matriX has
the property that for any vectsyIx=x.

A permutation matrixs an identity matrix with rows (columns) reordered. Thus, a permutation rRatas exactly
one 1 in each row and column, and is zero elsewhere. Left multiplication by a permutation matrix interchanges rows,
while right multiplication interchanges columns.

The inverse of anxn matrix A is denoted b)A'l, and is the uniquexn matrix defined bAA™ = A-IA = | . The
inverse of a matrix only exists when there is a unique solution to the eqfatisnb AMhbsran inversé is
said to benon-singular Conversely, a matrix without an inversesisgular An nxn matrix A is non-singular if and
only if Ais of full rank.

An nxn matrix A is symmetridf At = A
An nxn matrix A isdiagonally dominantf, (i = 1...n, a; = z |aij|; that is,A is diagonally dominant if, for

j=1,j#i
each row, the sum of the absolute values of the off-diagonal elements is less than or equal to the value of the diagonal



n
elementA is strictly diagonally dominanif [i such that;; > Z |aij ; that isA\ is strictly diagonally dominant
j=1,j#i
if Ais diagonally dominant and at least one of the diagonal elements is strictly larger than the corresponding off-diag-
onal absolute sum.

Let A be anmnxn matrix. A scalarA is aneigenvalueof A if there exists an-vectorx, with x # 0, such thaAx = Ax .

The vectorx is said to be theigenvectorcorresponding to the eigenvaldeThe collection of eigenvalues of A is

called thespectrumof A, and is denoted(A). Thespectral radiusof A is denote(A), and is given by the largest
magnitude of any eigenvalue Af That is, p(A) = max{ |\|:A OA(A)} . In general, an eigenvalue may be real or
complex. However, in this thesis, we are only concerned with real symmetric matrices, and these matrices have only
real eigenvalues.

Let A andB benxn matrices. A scalak is ageneralized eigenvaluef the ordered pair of matrices,(B) if there
exists am-vectorx, with x # 0, such thaAx = ABx . The vectaris said to be thgeneralized eigenvect@orre-
sponding to the generalized eigenvalu&Ve denote the collection of generalized eigenvalue&,8j py A(A,B).

An nxn matrix A is positive(negativé definiteif, [x, X' Ax >0 (< 0). EquivalentlyA is positive (negative) definiig
CAOA(A),A>0 (A<0).

An nxn matrix A is positive (negativg semi-definitef, 0x, x'Ax 20 (< 0). EquivalentlyA is positive (negative)
semi-definitef, CA OA(A), A=20 (A<0).

Let A be annxn positive definite matrix. Thepectral condition numbensf A is denoted bk (A), and is given by the
ratio of the largest to smallest eigenvalue\ofhat is, letA(A) = {A;<...<A. } . Thek(A) = A /A, . LeB

also benxn and positive definite. Theegeralized condition numbef (A,B) is denoted bx(A,B), and is given by the
ratio of the largest to smallest generalized eigenvalues, Bf. (Note thak(A,B) = k(B 1A).

An nxn matrixL is aLaplacian matrix or Laplacian if L is real, symmetric, and diagonally dominant with non-posi-
tive off-diagonals.

An nxn matrix L is ageneralized Laplacian matriggeneralized Laplacianif L is real, symmetric, and diagonally
dominant.

2.2 Graph Theory

In this section, we will review some basic, relevant results in graph theory. Further details can be obtained from books
on graph theory, such as the texts by Chartrand (1977) or Harary (1969). First, we start with the following basic defi-
nitions.

An undirected graph G= (V,E) is a collectiorV of nodesor vertices together with a sdéf of edgesorarcswhere each
edge inE is an unordered pair of nodessAlf-loopis an edge in which the vertices are identical. We denote the car-
dinality of a set of verticeSby |9, and the cardinality of a set of ed@eBy E|. An undirected graph is depicted as a
set of points connected by lines.

A graphG = (V,E) is said to berderedif each of then vertices inV is assigned a unique number in the rangert,...,
such an assignment is called@uering Given an ordered graph G, we will denote vertice¥ by{vy,... v}, and
edges bE = {ey,... &}, Whereg = (vj,vi) = (V) for somej,k.We will assume that all graphs are ordered.

LetG = (V,E) be a graph. I§ = (vj,v) U E, then vertices; andv, are callecadjacent denoted; adjv,. LetvlV, the
degreeof v, deg{), is the number of distinct vertices adjacent.to



A complete graphs a graph in which all vertices are pairwise adjacent. We dendfg the complete graph am
vertices.

A walkis an alternating sequence of vertices and edges that begins and ends with a vertex, such that any edge in the
sequence connects the vertex preceding it to the vertex following it.

A pathis a walk in which all the vertices are distinct.
A cycleis a walk in which the first and last vertex are the same.

A graph isconnectedf there exists a path between every pair of verticesGiet. G,,, be subgraphs @ such that
eachG; is connected and there exist no edges bet@andGy for j # k; then theG; are called theannected com-
ponentsof G.

A treeis a connected graph with no cyclesfofestis a graph with no cycles, and is therefore a collection of trees.

A directed graph Gs a graph in which the edges are ordered pairs; thaf,ig) € (v,Vj). For an edge = (v, ), V;
is termed the tail of the edge, awds the head. A directed graghis depicted as a set of points connected by lines
with arrowheads denoting the orientation from tail to head.

A weighted graph GQdirected or undirected) is a graph together with a funetiéh— O, which assigns weights to
edges.

Let G = (V(G),E(G) andH = (V(H),E(H)) be graphsH is asubgraphof G if V(H) O V(G), andE(H) O E(G) .G is
then asupergraphof H.

Let SO V(G . LetH be the subgraph @& given byV(H) = S, anc(vi,vj) OE(H) iffvyOS and/j O0S .Thed
is the subgraph d& inducedby the sef.

LetG = (V,E) be agraphan80 V . Létbe the subgraph @ induced byS Then thdrontier, orboundary of H is
the set of edgew( vj) such that eithev; [J S arwzij oS ,ey0S angD S

Let G andH be graphs. Armbeddingf H into G is a mapping of vertices &f onto vertices o5, and edges dfl
onto paths irnG. Thedilation of the embedding is the length of the longest pats wnto which an edge df is
mapped; we denote the dilation of the embeddin§(B@yH). Thecongestiorof an edge in G is the number of paths
of the embedding that containThecongestiorof the embedding is the maximum congestion of the edges\ive
denote the congestion of the embedding(;H).

2.2.1 Graphs and matrices

Graphs and matrices are related in a variety of interesting ways. In this section, we present an overview of the rela-
tionships that are important to understanding this thesis. Further details can be found in the books by Varga (1962)
and George and Liu (1981). In the succeeding chapters of this thesis, we will use some of the relationships between
graphs and matrices to develop a new approach to accelerating the convergence of the preconditioned conjugate gra-
dient method. The preconditioned conjugate gradient method was derived in terms of the algebraic properties of vec-
tors and matrices; in contrast, the approach developed in this thesis is derived in terms of the combinatorial, or graph-
theoretic properties of the matrices. In this section, we review some of the basic properties that relate graphs and
matrices.

Let G = (V,E) be an ordered, undirected graph withertices and no self-loops. Then #@jacency matrix Aorre-
sponding tds can be constructed as follows:

c gj=gi=1life=(yy) OE



* gj =0 otherwise.

Figure 2.1 illustrates an undirected graph and its corresponding adjacency matrix. Note that the adjacency matrix is
symmetric, but has all zeros on the diagonal.

Vl Y2 010
101
010
y " 111

Figure 2.1: An Undirected Graph and Corresponding Adjacency Matrix.

Let p be an ordering of the numbers In..Thenp is a list of lengtm, p(i) O {1,...,n}, and p(i) # p(j) fori #j. p can

be used to construct a permutation maix P(p) by settingP(i,p(i)) = 1, fori = 1,...n, andP(i,j) = 0 elsewhere

defines a new labeling of the vertices@fThe corresponding adjacency matgithat reflects the new ordering is
given byB = PAF . The topology of the graph underlying A and B is the same, only the labeling of the vertices has
changed.

It is easy to show that if a graghconsists of exactlyn connected componen®,... Gy, then there exists an order-
ing of G such that the adjacency matrix®fis block diagonal with exactlgn diagonal blocks [see George and Liu
(1981)]. Equivalently, letA be the adjacency matrix @. Then there exists a permutation matfxsuch that
B = PAF is block diagonal wittm diagonal blocks.

A generalization of the adjacency matrix is thret Laplacian matrixGiven an undirected graggh = (V,E), the unit
LaplacianL, is defined as follows:

. Iijzlji =-1 ife:(vi,vj)DE;
* |l =degty);
* lj=0otherwise.

(Some authors refer to the unit Laplacian as simply the Laplacian of a graph [for example, see Pothen, Simon, and
Liou (1990)]. We prefer to reserve the telraplacianfor a generalization to weighted undirected graphs that will be
presented in Chapter 4.) Figure 2.2 illustrates the graph from Figure 2.1, and the corresponding unit Laplacian matrix.
Note the differences between the adjacency matrix and the unit Laplacian: the Laplacian has a non-zero diagonal and
non-positive off-diagonals. The sparsity pattern of the off-diagonal elements is the same for the Laplacian and the
adjacency matrix.

1 Y2 2.1 0-
1 31—
0-1 2-—

y " 114

Figure 2.2: An Undirected Graph and Corresponding Unit Laplacian Matrix.

The unit Laplacian has some interesting properties related to the structure of the gr&belzegraph ant the
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corresponding unit Laplacian. It is easy to show that all the rows and columssiof to zero. Therefore, the vector
1, which consists of all ones, is an eigenvectok @fith eigenvalue 0; that i4,1 = 0 . Moreover,Gf consists of
exactlym connected componen®,... G, then there are linearly independent eigenvectots... X, correspond-
ing to the eigenvalue 0, an(j) = 1 ifv; U G;, andx(j) = O otherwise.

Any symmetric matrix defines an unweighted undirected graph. (Symmetric matrices can also define weighted undi-
rected graphs, but the details of this are postponed until Chapter A pkednnxn symmetric matrix. We defin@
corresponding té as follows:

* Ghas vertex sef = {v4,...,\;}. That is,G has a vertex for every row/columnAn
* Ghas edge sét = {(v;,v)): A(i,j) = A(,i) # O}

In section 2.3 on direct methods for solving linear systems, we will show that analysis of the graph corresponding to
a symmetric matrix can reduce the amount of storage required to factor the matrix.

Just as undirected graphs correspond to symmetric matrices, directed graphs correspond to nonsymmetric matrices.
Let G = (V,E) be a directed graph. Then the adjacency matdgrresponding t& can be constructed as follows:

c gj=1life=(y,w)UE
* gj =0 otherwise.

Vl V2

000
100
a) 010

100
Vg V3

0110
0001
V3 0000
0000
0000

V2
b)
V4 Vg

Figure 2.3: Directed Graphs and Adjacency Matrices.
a) A directed graph similar to Figure 2.1, and corresponding adjacency matrix.
b) A directed tree and corresponding adjacency matrix.

Clearly, a directed graph in which every directed edge is paired with an edge oriented in the opposite direction defines
a symmetric matrix.

Figure 2.3 illustrates two directed graphs and corresponding adjacency matrices. Figure 2.3a presents a graph similar
to that of Figure 2.1, but directed. Note the difference between the adjacency matrix of Figure 2.1 and that of Figure
2.3a. The directed graph has a much sparser adjacency matrix, and is not symmetric. Figure 2.3b illustrates a directed
tree which is ordered from root to leaves and directed from leaves to root. Note that the adjacency matrix is upper tri-
angular. This fact will be used in the implementation of support tree conjugate gradient in Chapter 3.

Given any arbitraryxn matrix A, symmetric or nonsymmetric, we can also define an unweighted directed3yraph
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(V.B:
* Ghas vertex sef = {v4,...,\,}. That is,G has a vertex for every row/columnAn

* Ghas edge sé& = {(v;,v)): A(i,j) # O}
2.2.2 Network flow and multicommodity flow
Network flow problems constitute an important area of research in graph theory and combinatorial optimization.
Results from the area of multicommodity flow will be used in Chapter 5 to analyze the theoretical properties of the

support tree conjugate gradient method.

The most basic network flow problem is that of maximum flow. Following Tarjan (1983), the single-commodity max-
imum flow problem can be described as follows:

2.1 Definition: (single commodity maximum flow)et G = (V,E) be a directed graph with two distinguished

vertices, a source s and a sinkahd a positive capacity(v,w) on every edgév,w) O E. (clv,w) = 0if (v,w)
OE.) Aflowon G is a function £ - O having the following three properties

1. flvw) = f(w\).
2. flvyw) <cv,w)

3. IfvOV,v#st thean(v, w) =0.
w

The valugff| of a flow f is the net flow out of the sourc&ge maximum flow problem is that of finding a
flow of maximum value

2.2 Definition: A cut(S,S) is a partition of the vertex set V into two sets S &auS such that § S and t[J

S. The capacity of a cuc(SS), is defined byc(S, 9 = > c(xy). A minimum cut is a cut for
xO0SyOSs
which the capacity of the cut is a minimum over all .cuts

The maximum flow problem has been studied extensively. The main result of interest to us is Ford and Fulkerson’s
Max-Flow Min-Cut Theorem [Ford and Fulkerson (1956), (1962)].

2.3 Theorem(Max-Flow Min-Cut):Let G = (V,E) be a directed graph, and let E . 0" be a capacity func-
tion. A flow f is a maximum flow iff there exists a(88) such thatf| = cSS).

That is, the value of the maximum flow can be determined without explicitly determining the flow itself simply by
finding the value of a minimum cut.

The multicommodity flow problem generalizes the single commodity problem. Following Leighton and Rao (1988):
2.4 Definition: A multicommaodity flow problem consists of
 agraph G =(VE);
* aset of commoditie§,

« acapacity function on the edgesE - 0%
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+ asupply function for vertices VxI' - 0%
« ademand function for vertices VxI - O™;

The objective of a multicommaodity flow problem is to construct flows for each commaodity that satisfy the demands
without violating the constraints of supply and capacity. In contrast to single-commodity flow, there is no Max-Flow
Min-Cut Theorem for multicommodity flow.

Shahrokhi and Matula (1990) define the ratio of flow supplied between pairs to the demanthrasigiut and

studied multicommaodity flow for the case in which the throughput must be the same for all pairs. They called this the
maximum concurrent flow probleCFP). They showed that the dual of MCFP is the problem of assigning dis-
tances to the edges to maximize the minimum cost of routing the flow. They developed a polynomial time approxima-
tion algorithm for the MCFP for the case of arbitrary demands but uniform capacity.

Leighton and Rao (1988) considered a special case of multicommodity flow callgdftiren multicommodity flow
problem(UMFP). In a UMFP, every ordered pair of vertices defines a commodity, and the demands are the same for
each commodity. While it is clear that the flow in a UMFP cannot exceed the capacity of a minimum cut, Leighton
and Rao first showed that the converse is not true. That is, there are cases of UMFP where the value of a maximum
flow is less than the value of a minimum cut.

Let (SS) be a cut. For a UMFP with unit demands, the demand a@&)s< given by|S E|_$ . Define theatio cost
of a cut to be

c(xy)
WS G = B S 2.1)
IS a3
Leighton-Rao define minimum cuto be a cut$S) for which the ratio cost is the minimum over all cuts. That is, for

a minimum cut,
c(x )

VS 9 = ming V)QTVSD[S'T

If the edge capacities are all unity, then the minimum cut corresponds to the concgmrseat cutrom graph the-
ory. Finding a sparsest cut is NP-hard [Garey, Johnson, and Stockmeyer (1976)].

A concept related to that of ratio cost is flug, or minimum edge expansiotefined by

Y k)
- mi xdsyOs
a = mingq \/ min(lS 09) (2.2)

A flux cutis a cut for which the value of flux is the minimum over all cuts. The flux is an important concept because it
is a measure of the connectedness of a graph. Any compakatgraphG such thaty < |G|/2 is connected to the
rest of the graph with at leas|S edges.

The key theorem that Leighton and Rao proved is the relationship between throughput and minimum cuts for the
UMFP. In particular, they proved the following theorem for a graph mvitbrtices:

2.5 Theorem There is a feasible flow witfj = Q(y/logn).

Theorem 2.5, coupled with the fact that the value of a maximum flow cannot exceed the value of a minimum cut
yields the following:
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Y O f] <
Qgnes Tl <y (23)
Another interesting result from Leighton and Rao deals with the amgrapli embeddingn Chapters 4 and 5, we
will show that the theoretical properties of the support tree conjugate gradients method are related to the congestion
and dilation of certain graph embeddings. In particular, it will be important to minimize the congestion and dilation of
the embeddings.

Leighton and Rao proved the following theorem which yields bounds on the congestion and dilation of embeddings
without explicitly constructing the embeddings. This result will be used extensively in Chapter 5:

2.6 Theorem Consider any n-node bounded degree graph H, and any 1-1 embedding of the nodes of H onto
the nodes of an n-node bounded degree graph G witl flike edges of H can be routed as paths in G

with congestion and dilatiom(lo%]) .

2.2.3 Graph partitioning

We have discussed above the basic relationship between symmetric matrices and undirected graphs. The linear sys-
tems that arise in many applications have interesting interpretations in terms of graphs. In addition, many application
problems in computational science and engineering are based on meshes, which are special cases of graphs.

Graph partitioningis a process which is fundamental to the generation of support trees in Chapter 3. Graph partition-
ing is the process of decomposing a graph into two or more pieces of roughly equal size by removing a collection of
either edges or vertices calledeparator(an edge or vertex separator, respectively). Graph partitioning has a number
of applications. For example, finding good partitions is useful in determining orderings for linear systems that mini-
mize the fill that occurs as a result of factorization [George and Liu (1981), Gilbert (1980), Lipton, Rose, and Tarjan
(1979)]. Optimization of the physical layout of a VLSI circuit can be performed by using graph partitioning [Donath
(1988), Leighton (1983), Leiserson (1983)]. Finally, solving a finite element problem on a distributed processor
requires partitioning the finite element mesh and distributing the pieces among the processor elementsgB#tlloch,
(1992), Farhat and Lesoinne (1993), Nour-Oretdal (1987),Williams (1991)].

In each of the applications above, it is desirable to have the pieces (subgraphs) contain roughly the same number of
nodes, with as few edges as possible connecting the pieces (since edges imply communication). This observation
motivates the following definition:

2.7 Definition (edge separatorfin f(n) edge separator tha-splits is a subset of edges, F, of a graph G with
n vertices ifF| < f(n) and the vertices of G-F can be partitioned into two sets S and  such that there are
no edges from S 8, and |9, | $ < 8n, where fis a function andl<d< 1.

A similar definition can be formulated for vertex separators.

With respect to the previous discussion of network and multicommodity flow, an edge separator defines a cut, and the
capacity of a cut is the sum of the weights of the edges in the separator. Similarly, a cut defines a partition of the graph
into two sets.

The goal of graph partitioning is to find small separators. Not all graphs have small separators. Consider, for example,
K, the complete graph anvertices, wher@ = k. If (S,S) is a cut oK, such that |S| 5| |k then the separator
containsk? edges. Compare this with.@nx./n  rectangular mesh, which has the same number of hQpldmias

fewer edges; partitioning the mesh into two pieces of equal size can be done with a separator having énly

edges.
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An interesting and important research problem is characterizing families of graphs by separator size. For example, an
early result is that every tree has a single vertex separator that 2/3-splits [Jordan (1869)]. More recently, Lipton and
Tarjan (1979) proved that every planar graph ha®@/m) -separator that 2/3-splits; the constant they obtained for
the asymptotic bound waf8 . Djidjev (1982) improved their result by reducing the consfgntto . Other extensions
have been made as well [Gazit and Miller (1987), Miller (1986)]. Gilbert, Hutchinson, and Tarjan (1984) proved that
all graphs with genus bounded lgyhave O(./gn) separators. Alon, Seymour, and Thomas (1990) proved an

O(+/h% 2n) bound on the separator size for graphs with an excluded minor isomorphic to the complete graph on
vertices. (Roughly speaking,nainor is a subgraph that can be obtained by shrinking edges to identify vertices; an
excluded minois one which cannot be obtained by such reduction operations.)

Many different approaches to graph partitioning have been taken. In general, graph partitioning algorithms can be
classified as being eitheombinatorialor geometric.

Combinatorial algorithms only make use of graph connectivity information. Combinatorial algorithms include:
e iterative improvement algorithms

The first iterative improvement algorithm was proposed by Kernighan and Lin (1970). Roughly speaking,
this algorithm is implemented by starting with an initial cut, and then iteratively swapping pairs of vertices
across the cut if doing so improves the size of the separator. The algorithm continues iterating until no fur-
ther improvements are possible. Because of the dependence on starting condition, this algorithm is not
guaranteed to achieve the best cut.

Fiduccia and Mattheyses (1982) improved on the Kernighan and Lin algorithm. In their extension, only
one vertex is moved at a time, and the method extends to unbalanced cuts, as well as graphs for which the
vertex weights may vary.

« simulated annealingNour-Omid,et al (1987), Williams (1991)]

Simulated annealing is a general purpose optimization method that is modeled on the process of slow
cooling that allows liquids to crystallized. The idea, by analogy to liquid crystallization, is that the energy
of a physical system is distributed among its components, the distribution is a probabilistic function of the
temperature, and crystallization is a minimum energy state. By cooling the system, there is less freedom in
the energy distribution, and the system will tend towards an energy minimum. Local minima are avoided
by cooling slowly enough that there is enough energy in the system for components to “bounce” out of
local minima. [Press, et al (1988)].

Simulated annealing often produces good results, but the only guarantee of optimality is the following: if
the temperature decreases sufficiently slowly, then the probability of ending in a global optimum tends to
certainty [Hajek (1988)].

« spectral partitioning[Donath and Hoffman (1972), Pothen, Simon, and Liou (1990), Hendrickson and
Leland (1992)]

Let L be the unit Laplacian matrix of a graph. Then the smallest eigenvaluss akero, and the second
smallest eigenvalué,,, is related to the connectivity of the graph. Fiedler (1973) was among the first to
make this observation, and callkg the algebraic connectivity of the graph, the eigenvector corre-
sponding to\,, contains information about the relative distances between vertices.

Spectral partitioning is implemented by determining sorting the entries, and partitioning the corre-
sponding vertices about the median value. Higher order eigenvectors can be used to obtain cuts resulting
in more than two subgraphs. While this method seems to perform well in practice, there are no guarantees
of the quality of the cut. Recently, Guattery and Miller (1994, 1995) have shown examples where the spec-
tral algorithm performs poorly.
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« greedy methofDagum (1993), Farhat and Lesoinne (1993)]

The greedy method is a region growing procedure. The best way to think about the greedy method is as
wave propagation. Wavefronts propagate outward from two or more starting nodes, traveling at the same
speed in terms of number of edges per step. The places where wavefronts collide define the separator. This
method has the advantage that partitioned pieces are connected. However, there are no performance guar-
antees.

* multicommodity floyjLeighton and Rao (1988), Lang and Rao (1994)].

Multicommodity flow was discussed in §2.2.2. One side effect of the proof relating the value of a maxi-
mum uniform multicommodity flow to the value of a minimum cut, was an algorithm guaranteed to find
the minimum ratio cut to within a factor @(logn) [Leighton and Rao (1988)]. The multicommodity
flow method is one of the few graph partitioning methods to provide a performance guarantee.

In contrast to combinatorial methods, geometric methods require the spatial coordinates of the nodes of the graph.
For many finite element and finite difference problems, this geometric information is a by-product of mesh construc-
tion. Geometric methods include:

« coordinate bisectiofiSimon (1991), Williams (1991)]

This method is the simplest of the geometric methods. The method is implemented by sorting the nodes

according to their coordinates, then bisecting with a hyperplane orthogonal to one the coordinate axes.

The coordinate axis that yields the smallest separator is chosen. Again, there are no performance guaran-
tees with this method, and the performance can vary with the orientation of the graph. Pathological cases

exist for which the separator obtained with coordinate bisection is among the worst possible.

e inertia-based slicingFarhat and Lesoinne (1993)]

Inertia-based slicing is a generalization of coordinate bisection. Instead of bisecting orthogonal to one of
the coordinate axes, the inertia matrix of the mesh is computed, and the principal axes of the mesh are
determined. Bisection is then performed with respect to the principal axes, rather than the coordinate axes.
Again, there are no performance guarantees, and pathological cases exist for which inertia-based slicing
yields very large separators.

e sphere separatorfMiller, et al (1992)].

It can be shown that there exist pathological cases for which the planar cuts used in coordinate bisection
and inertia-based slicing cannot yield good separators. In contrast, sphere separators do not suffer these
inadequacies [Teng (1991)]. The idea behind sphere separators is to conformally map the mesh points
onto a sphere, rotate the points on the surface so that the mass of the mesh is more or less evenly spread
out over the sphere surface, then partition using a plane through the center of the sphere (which yields a
great circle on the sphere surface). Biasing the cut using the inertia matrix of the mesh improves the qual-
ity of the separators [Gremban, Miller, and Teng (1994)]. The sphere separator algorithm is also one of the
few separator algorithms for which there are bounds on the expected performance.

2.3 Direct Methods for the Solution of Sparse Linear Systems

This subsection is not intended to be a thorough review of the state-of-the-art in direct methods for the solution of
sparse linear systems. Rather, it is intended to be an overview that presents the problems and the solutions that have
relevance to STCG. For more detailed information, the reader is referred to Doagaft@991), Duff, Erisman,

and Reid (1986)], and Heattt, al (1990).
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Consider the solution of linear systems of the form

Ax = b (2.9)

whereA is nxn large, sparse, symmetric, and positive definite. Direct methods for solution usually involve some vari-
ation of computing the Cholesky factorizationfof

A= cCcOc (2.5)
whereC is lower triangular. The solutionis then obtained by the successive solution of the two constituent triangu-
lar system<Cy = b ,an@!x = y by forward and backward substitution, respectively.

2.3.1 Cholesky factorization and the problem of fill

Cholesky factorization is most easily explained by the use of Gaussian elimination to obtain the root-free Cholesky
factorization:

A = LDL! (2.6)

whereL is unit lower triangular, anD is diagonal. Following Khaira, Miller, and Sheffler (1992), the process of fac-
toring A can be described as a recursive series of step8glze, and letl,, denote thexn identity matrix. Then,

4 vt
Ay = MV 2.7)
Vi By
I d ot t
_| 1 0|9 1vi/d, 2.8)
Va/dy T _qf| 0 By—(v,vi)/dy||0 1,4
= LA LY (2.9)
d, 0 Ot
A =10 dy v (2.10)
0v,B,
1 0 otfd0 o 10 0
=0 1 ot||0d, ot 01vh/d,| (211)
0V/dy In_2/| 0 0 By~(v,¥8)/dy| [0 0 I
This process proceeds recursively ufgl, = D, whereD is diagonal. The final result is
A=Ll.L, (DLl ,..Lt (2.12)

SinceL = L,...L,,_; isunitlower triangular, we have the result soughtAfmsitive definite, all the elements[of
are positive, so the Cholesky factorization can be easily obtained fraootHeceform:
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A = LDL! = (LDY/2)(D1/2LYy = cct (2.13)

Each step in the sequence of factorizations shown above is a single step of Gaussian elimination. We will occasion-
ally refer to such a step asaaluctionstep. FoOA non-singular, we also have

D = L1AL, (2.14)

which shows that Gaussian elimination can be performed as a pair of matrix multiplications: a pre-multiplication by a
lower triangular matrix, and a post-multiplication by an upper triangular matrix.

For A positive definite, Cholesky factorization, as implemented above, is a stable numerical process. When sparse
matrices are involved, however, the problenfilbbecomes critical. Fill occurs when a zero entnAdfecome non-

zero in one of the Cholesky factors. It is possible for the Cholesky factorswhaparse matrix to be dense (with

Q(n?) non-zero entries, instead ©fn)). Figure 2.4 illustrates an example for which two-thirds of the zero positions

in the original matrix became non-zero in the Cholesky factors.

3-1-1 0 1.73 0 0 0 1.73-0.58-0.58 0
-1 3 0-1-= -0.58 1.63 0 0 0 1.63-0.20-0.61-0.6
-1 010 = |-0.58-0.20 0.79 0 0 0 0.79-0.16-0.1
0-1 0 1 0-0.61-0.16 0.77 0 0 0 0.77-0.5
0-1 0 O 0-0.61-0.16-0.520.5 0 0 0 0 05

Figure 2.4: Cholesky Factorization with Fill.
The sparse matrix was factored, with 2/3 of the zeros becoming nonzero.
Filled values are in bold font.

Fill is easiest to understand from a graph-theoretic point of view. As explained in §2.2.1, a correspondence exists
between symmetric matrices and undirected graph# hetamxn symmetric matrix, and l& = (V,E) be the graph
defined by

. V:{Vl,---yvn}
« E={(wVv): Alij) # 0}

As explained above, Gaussian elimination proceeds in a matrix by selecting a diagonal element, and then zeroing out
all the off-diagonal elements in the same row and column. Graph theoreticallyy step of Gaussian elimination
corresponds to selecting a vertexdeleting all the edges betweeiand its neighbors, then adding edges between all

the former neighbors of. Figure 2.5 illustrates an example step of Gaussian elimination. The original Anatfix
corresponds to the graph below it in the figure. The maijrithat results from the first step of Gaussian elimination

is shown with the corresponding graph below it. Note that mptes been disconnected, and an edge has been added
between nodeg, andvs, corresponding to the fill in positions (2,3) and (3,2hpfEach step of Gaussian elimina-

tion removes all the edges from one node; we call each suchrabele aeduction.

Fill is a property of the order in which nodes are eliminated. Fill can often be reduced by reordering the matrix; graph
theoretically, this is equivalent to renumbering the nodes of the graph. Reordering is implemented by pre- and post-

multiplication of A by a permutation matri® and its transpose, respectivedly= PAFP . The permutation nifrix
used to interchange row/columandj of A has the form:

* Pij(i:j) = Pij(j,i) =1
R pij(k, ) =0, fork#l;

© Pk k) =1, fork#i,j;
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3-1-1 0 1000 3 0 00 1-/3-1/3 0
-1 3 0-1- -1/3 1 0 0 0 83-1/3-1-1|0 1 00
-1 010 =|-173 010 0-1/3 273 0 0|0 0 10
0-1 01 0001 0o 4 01 0 0 01
0-1 0 O 00O00O 0o - 00 0 0 00

(D @
©) ) —_— ® @)
@ @ ®

Figure 2.5: Graph Theoretic Interpretation of Gaussian Elimination.
The original matrix A = g corresponds to the graph at the left. The first step of Gaussian elimination
yieldsA, = LlAlLt1 . A corresponds to the graph at the right, in which all edges to nptiawe been
eliminated, and all the neighbors of vave been connected. Filled values are in bold font.

1 0 0 0- 1 0 O 0 1000 100 0 -
01 01 0 1 0 0 0100 010 -1
0 011 =10 0 1 0 0010 001 -1
0-1-1 3- 01 1 v3 0|0O0O0 3 0 0 0V3-1/3
-1 0 01 -1 0 0-V3V 00O0O 000 0V
(5) ®
@ © @ ®

Figure 2.6: Gaussian Elimination with Zero Fill.
The matrix/graph from Figure 2.5 has been reordered so that factorization does not lead to any fil

Figure 2.6 illustrates an ordering of the matrix/graph from Figure 2.5 that leads to zero fill. Figure 2.6 is an example
of a useful fact that will be exploited later in this thestal symmetric matrices that correspond to trees have order-
ings that permit Cholesky factorization with zero fill

For most matrices encountered in real applications, factorization will result in fill. The problem, then, is to minimize
fill. The problem of finding an ordering that will yield minimum fill has been shown to be NP-complete [Garey and
Johnson (1979)]. Nonetheless, many different approaches to ordering have been suggested for reducing fill. For the
purposes of this thesis, the most relevant ordering method is thatefalized nested dissectifiipton, Rose, and

Tarjan (1979), Gilbert (1980)], which is explained below.

Generalized nested dissection utilizes a recursive divide-and-conquer approach to produce an ordering. Consider a
graphG with n nodes. Generalized nested dissection proceeds by finding a small node (vertex) spar&icand

ordering these nodes last, assigning them numb{gg+1 ton. Suppose that removal &) from G results in two
connected componen@, andGg,. Separator§g andSy; are then found fo6GynandGg,, and the nodes of these
separators are ordered fron{|Sy|+/Sol+1Sal)+1 ton-|S|. The process then continues recursively until all the nodes

of G have been ordered.
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Let thefill-factor be defined as the ratio of fill to the original number of non-zeros. Then generalized nested dissection
yields a fill-factor ofO(logn) for n?xn?xn matrices corresponding to planar graphs, finite elements graphs, and sev-
eral other classes of graphs [Gilbert and Tarjan (1987)]. Moreover, a fill-fadffogh) is asymptotically optimal
[Hoffman, Martin, and Rose (1973)].

One of the interesting properties of the support tree preconditioners to be developed in the next chapter is that they
can be easily ordered to have zero fill Cholesky factorizations. This property follows from the fact that the graphs of
the preconditioners are trees.

2.3.2 Parallel performance

There are three stages in the direct solution of sparse linear systems which must be parallelized:
1. computation of the ordering
2. computation of the Cholesky factors
3. solution of the triangular systems

The ordering computations can be parallelized to some extent. In particular, generalized nested dissection has reason-
able parallel potential: first, the processes for finding separators can be parallelized; second, the ordering computa-

tions at each level of recursion are independent and may be performed in parallel. Hence, an ordering can be

determined using generalized nested dissection with logarithmic parallel speedup¢Haldt990)].

Perhaps a bigger issue than that of parallelizing the ordering algorithm is that of selecting the ordering itself. On serial
machines, the goal of ordering is to minimize fill, since fill affects both storage requirements and the work required to
both factor and solve the resulting systems. The desire to achieve good parallel performance is often at odds with the
desire to minimize fill and total work. For example, Heattal (1990) consider the case of factoringnan tridiago-

nal matrix. The associated graph is a simple path of lendg factoring inward, starting at the ends, a no-fill factor-

ization can be achieved (since a simple path is a tree), but at the €s) plarallel steps. On the other hand, if

nested dissection were applied to the problem, the result would be a factorization with a fill f&ftogf, but

only O(logn) parallel steps in the factorization. As yet, the proper trade-off between parallel work and fill has not
been determined.

Given an ordering and the resultant factorization, then the remaining problem is to parallelize the substitution algo-
rithms used to solve the triangular systems.

Forward substitution is implemented straightforwardly in a serial manner by:

b,
while backward substitution is given by:
b, i+1 .
X = U(n,n)'and X = U(I 1Y% Z ud, J)D(} i=n-1..1.

Unfortunately, it is very difficult to efficiently parallehze forward and backward substitution. The serial formulas
above point out the inherent data dependencies - each new solution value may depend on one or more of the preced-
ing solution values. High computational rates are even difficult to achieve when the triangular factors are dense, and
the situation is made even worse in the sparse case. In the dense case, the products contained within each sum in the
substitution formulas can be performed in parallel, and the sum computed in a sequence of parallel steps logarithmic
in the number of terms. In the sparse case, however, there are very few products within each sum, so the parallel
potential is greatly reduced. Furthermore, the speedup that is obtained in the dense case is largely done by exploiting
the regularity of the structure of the dense factors; this regularity is largely lost in the sparse casefldéath,
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(1990)].

Anderson and Saad (1989) studied the problem of triangular solution and proposed a method known as level schedul-
ing for preprocessing sparse triangular matrices in order to maximize parallelism. Level scheduling is best understood
as a graph reordering operation in which sets of independent nodes are numbered consecutively. For example, on a
square mesh, one common ordering that can be obtained through level scheduling is by diagonal, starting at a corner.
On annxn mesh, this yieldsr21 sets such that all the nodes in each set are independent and can be solved for in par-
allel once the previous set has been solved

Figure 2.7 illustrates the interpretation of level scheduling in terms of graph theory. Both graphs in the figure have 25
vertices. In Figure 2.7a, the independent sets correspond to vertices that lie along common diagonals. In Figure 2.7Db,
the independent sets correspond to levels in the tree. In genarah i@esh (corresponding to afxn? matrix) will

haveO(n) diagonals, while a tree with? nodes will haveO(logn) levels. Therefore, using simple level scheduling,

more potential parallelism exists for tree structures than for mesh structures. This observation is important in under-
standing the parallelism inherent in the support tree conjugate gradient method developed in Chapter 3.
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Figure 2.7: Graph-theoretic Interpretation of Level Scheduling.
a) Level scheduling of a mesh yields sets that lie along diagonals.
b) Level scheduling of a tree yields sets that correspond to levels of the tree.

2.4 Iterative Methods for the Solution of Sparse Linear Systems

As was the case for the previous subsection, this subsection is not intended to be a complete review of the state-of-
the-art in iterative methods. Rather, it is intended to bring the reader up to speed with those particular characteristics
of iterative methods that will be needed to understand the remainder of this thesis. For more complete discussions of
iterative methods, the reader is referred to Axelsson (1994), Hackbusch (1994), and Hageman and Young (1981).

Consider solving
Ax =b (2.15)

iteratively. Finding an iterative solution means finding a sequénd@)} of approximations to the gautibn

thatx(M _ x ax gets large. We shall call eax$? aniterate Let r(" = Ax(MW—p.r™ is called theesidual and is
a measure of the accuracy of tii iterate. Typically, an iterative method is halted when the size of the residual drops
below a certain tolerance.

2.4.1 The classical iterative methods

Linear, stationary, first-order iterative methods have the form [Hageman and Young (1981)]:
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x(n+1) = Gx(N + k (2.16)

The basic iterative method defined by (2.18)niear becausé& andk do not depend ox(". The method istation-
ary, sinceG andk do not change. Finally, the methodiist-order sincex("1) depends only or™, and not on addi-
tional previous iterates. The matKxis called theteration matrixand is derived from the coefficient matAx The
basic iterative method converges if and only ifspectral radiusof G is strictly less than 1; that {(G) < 1, where
P(G) = max{A|: A O A(G)}.

The first method we shall consider is called the RF method [Hageman and Young (1981)], and is given by

x(N+1) = (1-A)x(M + b (2.17)
or, equivalently, as
x(n+1) = x(M_(Ax(N_p) (2.18)
or
x(N+1) = x(n)_r(n) (2.19)

In the RF method, the iteration matrix Is4), and, from (2.18), can also be viewed as updating the current iterate
with a correction vector that is given in this case by the residual. So, another way of viewing an iterative method is as
a predict-test-correctoop: the current iterate ispaedictionof the solution; this isestedby computing the residual

and comparing the magnitude of the residual against a tolerance; if the residual is too large, the currentdterate is
rectedin some way to produce the next iterate (prediction). Convergence can be improved by finding a better iteration
matrix, which is equivalent to finding a better way to correct each iterate.

Some intuition can be gained by observing that the coefficient nAaisim mapping between two vector spaces, the
domain and the rangé&:» — & . By examination of (2.19) with respettta mapping, we see an obvious prob-
lem with the correction step: each iterat® is a vector in the domaim, while the correction vectaf” is in the
range,%. In generalg is rotated and scaled with respecttco the residual™ does not point directly from™ to
the solutionx. Figure 2.8 illustrates the mismatch of vector spaces in the predict-test-correct loop for the RF method.
D R
D

predict

correct
test

Figure 2.8: The Basic Predict-Test-Correct Step of the RF Method.

Preconditionings a technique for accelerating the convergence of an iterative method. In the context of the basic iter-
ative method defined by (2.16), preconditioning is a way of determining a better iteration matrix. Consider again the
original linear system to be solved, (2.15). NowHdie some non-singular matrix, of the same siz&, asnd con-

sider the solution of the linear system
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B1Ax = B1b (2.20)
B is called greconditionerfor A. If B is chosen properly, then the preconditioned system will be easier to solve than
the original system, and the iterative solution method will converge more quickly. The basic iterative method for the
preconditioned system (2.20) is given by
x(n+1) = (1-B1A)x(M +B-1b (2.21)

or, in predict-test-correct form, as

x(N+1) = x(n)_B—l(Ax(n)_b) (2.22)

In equations (2.21) and (2.22) above, expressions invoBihgre not meant to imply th&? is explicitly known.
Instead, a terrB 1z should be understood as the vestarbtained by solvingw = z.

One way of viewing the preconditionBris as an approximation to the mappikgso that8™! approximately trans-
forms the residual from into a vector space that is more similamtoThis observation, along with examination of
(2.20) shows that the best possible preconditionek feB = A. Of course, applying = A as a preconditioner means
solving systems of the forfw = z, for B = A, which is the original problem to be solved. The key, then, is to find a
preconditioneB that approximate in some sense, but leads to systems that are easier to solve.

Many different preconditioners have been proposed. An interesting observation is that the classical iterative methods
can all be viewed as instances of (2.21) with different preconditioners. For example, fupaod® written as

A=L+D+U (2.23)

wherelL is strictly lower diagonab) is diagonal, andll is strictly upper diagonal. Then the classical iterative methods
are as follows:

e The Jacobi method is defined when all diagonal elements are non-zero by [Hageman and Young (1981)]
x(+1) = (1-D1A)x(M + D-1p (2.24)
So, the Jacobi method can be defined by the uBeasfthe preconditioner.
e The Gauss-Seidel method is defined by [Hageman and Young (1981)]

x(M*+1) = (1L +D)1A)x(M + (L + D)Lb (2.25)

So, the Gauss-Seidel method can be defined by the usel)f the lower triangular part &, as the pre-
conditioner.

e The Symmetric Successive OverRelaxation (SSOR) method is defined by [Hageman and Young (1981)]
x(n+1) = (1-Q-1A)x(M + Q-1p (2.26)
I S O PN n ! 0 - -
where Q = 2—ooQoD + LD]]DDD u*)D + UD , and 0 <w < 2 is a relaxation parameter.

So, the SSOR method can be defined by the uQe above, as the preconditioner.

2.4.2 Conjugate gradient-type methods

In this subsection, we present a brief overview of the method of conjugate gradients (CG) and the extension to the
method of preconditioned conjugate gradients (PCG). CG was first developed as a direct solution method by Hestenes
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and Steifel (1956). CG can be shown, in the absence of rounding errors, to converge to the exact sokigps,in

whereA is nxn. Rounding errors destroy this process, however, and CG was not considered as a viable direct solution
method. Reid (1971) noted that CG converged well for large sparse problems, and sparked interest in the use of CG as
an iterative method. An excellent derivation of CG and PCG can be found in Axelsson and Barker (1984). Golub and
O’Leary (1989) contains an annotated bibliography that cover the development of CG between 1948 and 1976. In the
paragraphs to follow, we essentially summarize the excellent treatment of Axelsson and Barker (1984).

Since the focus of this thesis is on the development of a new version of PCG, we will focus on the convergence rates
of the varieties of PCG. In order to do this, we define a model problem, which is simply Poisson’s equation defined on
the unit square with Dirichlet boundary conditions:

D2u(x y) = f(x ) (2.27)
(x,y)0(0,1)x(0, 1)
u(0,y) = u(d,y) =u(x0) =u(x1) =0

We discretize the problem with the 5 point Laplacian, yieldingarrectangular mesh. The coefficient matrix corre-
sponding to this problem i€xn?. The choice of mesh and matrix size is made to provide consistency with later chap-
ters.

2.4.2.1 Steepest descent

CG is best understood as an extension of the method of steepest descent, which in turn is derived by viewing the solu-
tion of a linear system as finding the minimum of a linear functional. In particular, when the coefficientAnmtrix
symmetric and positive definite, the solutiorAto= b can be formulated as a minimization problem for the quadratic
functionalf(x) defined by

f(x) = %xtAx—b‘x rc (2.28)
Equation (2.28) has a unique minimukn, , which is the solutidxteb.

We wish to develop an iterative method of the form

x(k+1) = x(k)+de(k) (2.29)

whered® is a direction vector, is then a measure of how far along the new direction vector we wish to search. To
specify the iterative method, we must specify how to chd@ﬂ;andtk at each step.

For fixedf(x), equation (2.28) defines an ellipsoichispace, centered arouid . The iteraf®sare points on ellip-

soids centered arourid . For a givéf, letg® = gx®) be the gradient ad¥). g is perpendicular to the ellipsoid

and points out, away frork . The gradient defines the direction of the maximum rate of change in the functional at a
given point. The method of steepest descent is defined by @#lng-g® (hence the namsteepest descdnand

taking Ty to minimizef(x® +1,d). It is easily shown that

g(k) = g(x(k)) = Ax(k)_b (2.30)

and

(d(k), g(k))

Tk = m (231)

where &.y) is the standard Euclidean inner product giverxy) € x'y.
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Before presenting the steepest descent algorithm, it is useful to point out thad®with-g®, (2.29) becomes
x(k+1) = x(K_, gk . Combining this with the definition g in (2.30), a recursive formula for computing the
gradient can be easily derived:

gk+1) = g(k)_TkAg(k) (2.32)

A procedure for solvingx = b by the method of steepest descent is given below. The procedure utilizes the recursive
formula (2.32) to update the gradient, which saves one matrix-vector multiply.

2.8 Proceduresteepest_descefs, x©, b, €){

x = x(:

g=Ax-b;

3=(9):;

while (d>¢)do{
h =Ag;
1=0/(g, h);
X=X -1g;
g=g-1h;
5=(9,9);

}

return (X);

k

The catch with the method of steepest descent is that the gradient does not point directlyktowards , and the geometry
of the ellipsoids defined by the functional may be such that the gradient does not point verysxclose to  until the iter-
ates are already very near convergence. To see this, consider a coefficierAmilrix(A) = {A; <A, <...<Aj}and

a very large spectral condition numbe(A) = A /A, . Then>> A4. The eigenvalues A define the relative

lengths of the axes of the ellipsoids defined by the quadratic functional (2.28). Therefore, a large condition number
corresponds to ellipsoids that are relatively long and thin with respect to some pair of axes. For such an ellipsoid, the
gradient is nearly perpendicular to the long axis, and so the method of steepest descent will march back and forth
along the long axis, slowly moving inward towasds . Convergence in this case is quite slow.

The rate of convergence of steepest descent is given by the following theorem [after Axelsson and Barker (1984)]:

2.9 Theorem The rate of convergence of the method of steepest descent is given by

X A)-1 X
x5 < af((Tng(llxw)—xllA

wherek(A) = A,/A, is the spectral condition number of A, dffi, = (x, Ax)Y/2.
Less formally, givere > 0, the number of iterations required to reduce the initial error by a factas dfounded

above by (1/2)k(A)In(1/7€) +1 [Axelsson and Barker (1984)]. Thus, for congtahie convergence rate of steep-
est descent IO(K(A)).

On the model problem (2.27§(A) = O(n®) [Axelsson and Barker (1984)]. Therefore, the rate of convergence of
steepest descent@®n?).

2.4.2.2 Conjugate gradients
Convergence can be accelerated with the use of conjugate directiod®) &etldd) be direction vectors. The)

andd®) areA-conjugate(or A-orthogona) if (d(i), Ad(j)) = 0. The following theorem can be proved [Golub and Ortega
(1993)]:
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2.10 Theorem If A is a real nxn symmetric positive definite matrix, dd,...d™} is a set of nonzero A-con-
jugate direction vectors, then for an@), with iterates defined b§2.29),andT defined by(2.31),the iter-
ates converge to the solution of Abin no more than n steps

The choice of

_ (g(k+1)’ Ad(k))
B, T g0y (2.33)
and
dk+D) = _gk+D) 4+ dK (2.34)

defines the method ebnjugate gradient§CG) [Golub and Ortega (1993), Axelsson and Barker (1984)].
Reid (1971) studied various implementations of CG with regard to computational labor, storage requirements, and

accuracy. Following the algorithm in Axelsson and Barker (1984), which incorporates the implementation favored by
Reid, a procedure for computing the solutiodef=b using CG is given below:

2.11 Procedureconjugate_gradient§A, x@ b, e ) {

x = xO:

g=AX-b;

6=(9,9);

B=0;

d=0;

while (d>¢)do{
d=-g+pd
h =Ad;
1=0/(d, h);
X =X +1d;
g=g+th;
0=(9,9);
B=a/9;
d=o0;

}

return (X);

For CG, the rate of convergence is given by the following theorem [after Hackbusch (1994)]:
2.12 Theorem The rate of convergence of the method of conjugate gradients is given by the following
s < BRALE__2

Bk 1P k@A)
Uikay +18

Ix O] 5

wherek(A) = A /A, is the spectral condition number of A, #rlfl, = (x, Ax)1/2.
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Again, less formally, giverg > 0, the number of iterations required to reduce the initial error by a factoisof
bounded above by(1/2)/k(A)In(2/€) +1 [Axelsson and Barker (1984)]. Thus, for corstéme convergence
rate of CG iSO(JK(A)) .

On the model problem (2.2R(A) = O(n?) [Axelsson and Barker (1984)]. Therefore, the rate of convergence of CG
is O(n)

2.4.2.3 Preconditioned conjugate gradients

As with steepest descent, preconditioning can accelerate the convergence of CG. The resulting methqatés called
conditioned conjugate gradientBCG).

Because of the requirement that the iteration matrix be symmetric and positive definite, preconditioning for CG must

be performed with a similarity transformation. llet= CACt . Then is symmetric and positive definite, and CG
can be applied to the system

b~
X1
1
o

(2.35)

whereX = Ctx ,and = Cb .

By algebraic manipulation, it is possible to rearrange the statements in the algorithm implementing CG on the precon-
ditioned system (2.35), avoid all references to the preconditioning faamdC!, and instead implement precondi-
tioning as a transformation of the residual with the preconditianer(CtC)'1 [see Golub and van Loan (1989),

Golub and Ortega (1993)]. A procedure for computing the solutigkkef b using PCG with preconditiond is

given below [after Axelsson and Barker (1984)].

2.13 Procedurepreconditioned_conjugate_gradierts, x© b, B, e ) {

X :X(O);

g=Ax-b;

solveBh = g;

5= (. h);

B=0;

d=0;

while (d>¢)do{
d=-h+pd;
h = Ad;
1=0/(d, h);
X =X +1d;
g=g+th;
solveBh = g;
0 =(9,h);
B=o/9;
d=o0;

}

return (X);

k

Since PCG is an implementation of CG, the convergence results of Theorem 2.12 for CG apply. In particular, given
€>0, the number of iterations required to reduce the initial error by a facter isf bounded above by

%A/K(A)In(Z/s) +1 [Axelsson and Barker (1984)]. Thus, for constgrthe convergence rate of PC@Q/K(A))
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A simple set of algebraic manipulations shows that
MA) = AM(CACYH = A(B-1A) = A(A B).
Therefore, the convergence rate of PCO(igk(B1A)) = O(/k(A, B))
We call the expressian(A,B) = k(B1A) thegeneralized condition numbef the ordered pair of matrices, (B).

Axelsson and Barker (1984) stated three criteria that define a good preconditionarcoefficient matrixd, which
can be rephrased as follows:

1. k(BA) should be significantly less thagh);

2. B should be easy to factor, and the factors should not require much storage (in comparison to the storage
requirements of);

3. the systenBw =z should be substantially easier to solve tAarr b.

The most well-known preconditioners are diagonal scaling, the incomplete Cholesky factorization, the modified (and
relaxed) incomplete Cholesky factorization, and the SSOR preconditioner. Each of these is discussed below with
attention to the three points listed above.

e diagonal scaling

The simplest preconditioner for CG is the preconditioner that defines the classical Jacobi method,
B = diag/A). The corresponding variant of PCG is often caledjonal scaled conjugate gradients
DSCG.

For the model problem (2.27)(B1A) = O(n?) = k(A), so the asymptotic rate of convergence is not
improved with diagonal scalin® in this case does not need to be factored. The storage required for the
preconditioner i<O(n?). And, the preconditioned system is very easy to solve, since it simply requires
dividing each vector entry by the corresponding diagonal val@e of

Even though the asymptotic rate of convergence is not improved, diagonal scaling can sometimes make
the difference between convergence and non-convergence for an ill-conditioneddmiibeover, diag-

onal scaling generally achieves some reduction in the number of iterations, and is so cheap to apply that it
might as well be done.

e incomplete Cholesky

The incomplete Cholesky factorization as a preconditioner for CG was first proposed by Meijerink and
van der Vorst (1977). The variant of PCG that utilizes incomplete Cholesky preconditioning is often called
incomplete Cholesky conjugate gradiemis ICCG. The idea behind ICCG is to approximate the coeffi-
cient matrixA by performing the Cholesky factorization, but ignoring parts of the factors.

Recall that for a sparse matix the Cholesky factor€ andC! are often less sparse thAnLetJ be the
matrix that has a 1 wherevArhas a nonzero, and is zero elsewhégefines the sparsity pattern Af

Let K define the sparsity pattern @+C'). ThenJ O K . The zero-fill incomplete Cholesky factorsAof
Co andcg are obtained by performing all the steps in fact@kjraxcept those that would change a zero
to a nonzero. Thus, K, defines the sparsity pattern @ Ca— ), thlenKg.

The use ofC, and:}) as preconditioner factors defines ICCG(0); the preconditiBnerGOCE) . Other
variants of ICCG can be defined by specifyingléwel of fill that is allowed in the factors. For example,
ICCG(1) allows one level of fill; the fill that results from non-zero#\a$ allowed, but that fill is not
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allowed to propagate and create more fill. ICQ@lowsi levels of fill.

For the model problem (2.27}),(8‘1A) = O(nz) = K(A), so the asymptotic rate of convergence is not
improved with incomplete Cholesky preconditioning [Gustafsson (1978)]. In practice, the constant that
accompanies the asymptotic rate is quite small, because ICCG usually requires far fewer iterations to con-
verge than does DSCG or (unpreconditioned) CG. Because fill is not propagated, the factorization is fairly
easy to perform, and the preconditioner requires the same amount of SBgrépes does the coefficient

matrix. Solving the preconditioned systems requires performing two sparse triangular solves, which are
easy to perform serially, but are difficult to efficiently parallelize (see §2.3).

modified incomplete Cholesky

The modified incomplete Cholesky factorization was proposed by Gustafsson (1978). The corresponding
variant of PCG is often callemhodified incomplete Cholesky conjugate gradieotsMICCG. The idea

behind MICCG is to take the absolute value of the fill that was ignored in computing the IC precondi-
tioner, and add it back to the diagonal. Therefore, MICCG can be viewed as a variant of ICCG with the
approximation errors added back into the diagonal [van der Vorst (1989b)]. As with ICCG, various levels
of fill can be allowed.

Axelsson and Lindskog (1986) proposed a relaxed version of MICCG. Instead of adding all the approxi-
mation error back into the diagonal, a parametewith 0<a <1 is defined, and: times the error is
added in [van der Vorst (1989b)]. Therefooe,= 0 defines ICCG (no error added to the diagonal), and
a = 1 defines MICCG. The relaxed version is often catéddxed incomplete Cholesky conjugate gradi-
ents or RICCG.

For the model problem (2.12x(B1A) = O(n)  [Gustafsson (1978)], so the asymptotic rate of conver-
gence is significantly improved by MICCG. However, van der Vorst (1989b) reports that, while MICCG
has been observed to converge much faster than ICCG on academic model problems, the situation is often
reversed for real industrial problems. He explored the effects of varying the pareanoet¢he conver-

gence rate, and found that the convergence was similar foi0 o and . The convergence improved
slowly asa increased from 0, achieving the best resultsxfor 0.95 . Between 0.95 and 1.0, the conver-
gence rate sharply decreased again. Axelsson and Lindskog (1986) made similar observations.

As for ICCG, the computation of the MICCG factors is fairly easy to perform, and the preconditioner
requires the same amount of stora@(snz), as does the coefficient matrix. Also, solving the precondi-
tioned systems requires performing two sparse triangular solves, which are easy to perform serially, but
are difficult to efficiently parallelize (see §2.3).

symmetric successive over-relaxation (SSOR)

The iteration matrix from the method of symmetric successive over-relaxation is positive definite for
0<w<2, and can be used as a preconditioner in CG. Recall from §2.4.1 that=fdr + D + Lt , the
SSOR matrix for relaxation parameteis given by

-1y, mipTdp, 0
B = 2—w%D+LD|1,oDD HA)D+UD (2.36)

For the model problem (2.27) with optimal relaxation parametex(B—1A) = O(n) [Axelsson and

Barker (1984)]. The factors of the SSOR preconditioner are generated as a result of the construction;
equation (2.36) defines th®L factorization of the preconditioner. The preconditioner requires the same
amount of storageD(nz), as does the coefficient matrix. As was the case for ICCG and MICCG, solving
the preconditioned systems requires performing two sparse triangular solves, which are easy to perform
serially, but are difficult to efficiently parallelize (see §2.3).
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2.4.2.4 Parallel performance

In this section, we examine some of the details behind the parallel implementation of CG and PCG. As in §2.4.2, we
assume an®xn? matrix for consistency with later chapters. van der Vorst (1989b) stated three performance require-
ments for a good preconditioner. The first of his performance requirements was essentially identical to the first of
Axelsson and Barker (1984), and we do not bother to state it. The second two requirements are elaborations of
requirement 3 of Axelsson and Barker (1984), above:

1. the amount of work per iteration step should be roughly the same as for unpreconditioned CG;

2. the computational speed for each iteration step should have the same order of magnitude as the unprecon-
ditioned CG process.

To analyze the parallel performance of CG and the various versions of PCG, we use the parallel vector models of
Blelloch (1990), which comprise a unifying framework for examining the parallel complexity of algorithms. Serial
complexity is typically analyzed in terms of an ideal machine architecture, the random access machine, or RAM. Par-
allel complexity can be analyzed in terms of an ideal parallel architecture, the vector RAM, or V-RAM. A V-RAM is
essentially a serial RAM with the addition of a vector processor and vector memory. Each location in vector memory
can contain an arbitrarily long vector of scalar values. Each instruction executed by the vector processor can reference
one or more vectors from vector memory, and one or more scalars from scalar memory. The reader interested in more
detalils is referred to Blelloch (1990).

The complexity of an algorithm executing on a V-RAM can be characterized by two measustsp tbemplexity

and theelement complexityrhe step complexity is simply defined as the number of (parallel) steps executed sequen-
tially; step complexity can be thought of as the parallel complexity. The element complexity is the sum over the steps
of the lengths of the vectors operated on at each step; element complexity can be thought of as the serial complexity.

The basic CG algorithm as given by Procedure 2.11 requires, per iteration: one matrix vector multiply, two vector
inner products, and three SAXPY operationstgasee Dongarra, et al (1991)). van der Vorst (1989b) notes that all
these operations can be implemented fairly efficiently on vector machines. The formulation of PCG given as Proce-
dure 2.13 requires all these operations, plus an additional operation of solving the preconditioned system. This solu-
tion step is typically implemented as two triangular solves and/or a diagonal scaling.

A sparse matrix vector multiply of anf-vector with am?xn? sparse matrix, assuming that the number of non-zeros

in any row of the matrix is bounded by a constant, has step complexiifi hfand element complexity @(nz).

This is because the operations to determine each output vector element are independent and may be performed in par-
allel. Each such operation involves a constant number of operations, and ti@fe’pod them.

A vector inner product operation has step complexi®(@dgn), and element complexity m(nz). Then multiplies
required for an inner product can all be performed in parallel. Computing the sum of products requirstegogf
pairwise sumsn?/2 sums the first step,2/4 the next, and so on for a total@fn?) operations.

A SAXPY operation takes a vector times a scalar and adds it to another vector. All elements of the scalar-vector mul-
tiply can be performed in parallel, as can each element in the vector-vector sum. Therefore, the step complexity is
0O(1), and the element complexity(D(nz).

The vector inner product has the largest step complexity and is therefore the bound on the complexity of each itera-
tion of CG. Thus, each iteration of (unpreconditioned) CG has step comp¥lign), and element complexity
ond.

Now, consider the complexity of applying a preconditioner. The simplest preconditioner is diagonal scaling. All the
operations involved can be performed in parallel, yielding a step complex@fipfand an element complexity of
O(nz). The other preconditioners, IC, MIC, and SSOR, all require triangular solves.
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The naive implementation of a triangular solve is purely serial — each element of the solution vector must be solved
for one at a time. This yields a step complexitp(lfnz) and an element complexity dnz), which is clearly a bur-
den for a loop that would otherwise require o@jogn) steps.

As discussed in §2.3, it is possible to use level scheduling to find a good parallel ordering for triangular solution. For
the model problem, anxn mesh with amxn? coefficient matrix, a good ordering is to walk along the diagonals,
solving for elements on each diagonal in parallel. The asymptotic performance of this procedure is better, but is still
fairly poor. Walking the diagonals has step complexit@@f), and element complexity O‘.f(nz). Again, this is a bur-

den on a loop with step complexity ©flogn).

With respect to van der Vorst's performance requirements for a good preconditioner, only diagonal scaling can be

applied without significantly slowing each iteration. There are techniques that can be applied to speed up the precon-
ditioning. For example, with rectangular meshes (such as our model problem) there is a technique developed by
Eisenstat (1981) that solves the explicitly preconditioned system (2.35). This technique cannot be applied to meshes
with triangles, and is therefore not completely general.

2.5 Domain Decomposition Methods

Divide-and-conquer is a powerful algorithmic principle. When applied to the solution of linear systems of equations,
divide-and-conquer yields the class of methods caltedain decompositiomhe name arises because the methods
involve partitioning the original domain of the problem into a number of smaller subdomains, for which solution can
proceed independently in parallel. Domain decomposition methods involve both direct and iterative solvers. The arti-
cle by Chan and Mathew (1994) is an excellent survey of domain decomposition methods. Additional treatments can
be found in Golub and Ortega (1993) and Hackbusch (1994).

2.5.1 Non-Overlapping subdomains

The basic domain decomposition method involves partitioning a domain into non-overlapping subdomains separated
by an interface subdomain. The idea behind domain decomposition is to solve the interface equations that connect the
subdomains. This partial solution can then be used to compute the solution on each of the subdomains independently
in parallel. Variations on the basic method include different methods used to solve the interface equations, and differ-
ent methods that result when overlapping subdomains are used.

Figure 2.9 illustrates a regiofy, its decomposition into non-overlapping regidas Q,, Qz, Q4, and the interface

region B. The linear systems corresponding to the region and its decomposition are shown in the figure as well. By
ordering the nodes in the decomposition so that nodes in the subdomains are grouped together, and nodes in the inter-
face region are ordered last, the linear system corresponding to the decomposition can be written in the block arrow-
head form shown in the figure and below as equation (2.37). We assume that the original lineaAsystdm is
symmetric and positive definite.

AL 0 0 0B[x] b,
0 A, 0 0 Byl|x)| |b,
0 0 Ay 0 Byl|x, = |b, (2.37)
0 0 0 A,By[x,

il
totptpt
By By By By Ag Xs bS_
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AL 0 0 0 Bfx,
AX = b 0 A, 0 0 By|x,
0 0 Ag 0 Byl|xy = |b,
0 0 0 A,By[x,

Y|
t ottt

By B, By By Agl[*s bS_

a) b)

Figure 2.9: Basic Domain Decomposition.
a) Original domain and corresponding linear system.
b) Subdomains and corresponding block-arrowhead system.

In equation (2.37), the blocks; Aorrespond to the linear system restricted to the subdomgimsspectively; A
represents the linear system restricted to the interface nodes. Similaxiyre¢peesent the vectors of unknowns cor-
responding to the subdomains and the interface region, whilg tepresent the reordering of the input vector to be
consistent with the partitioning. The off-diagonal bloBksepresent the interactions between the subdomains and the
interface region.

Performing Gaussian elimination on the blocks in equation (2.37) yields:

-1 S -1
I} 0 0 0 A'B|lx] [APa

_ -1
01, 0 0 A'B,[|X) |AZbs
— = -1 .
0 0 I3 0 A3'By[|"3 ~ |Ag by #39
X
) 4 -1
A;'b
0 0 14 ATBy ||, 4 By
0 oo s |-* bs
where:
4
s= A- 3 BA'B (2.39)

and
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4
bs = bs— ¥ BIATD, (2.40)
i=1
The matrixSin (2.39) is called th&chur complementhe Schur complement embodies all the interactions between

subdomains. Solving the subsystem of (2.38) that contains S solves the linear system at all the interface nodes. The
Schur complement subsystem is given below:

bs (2.41)
The other subsystems of (2.38) for the subdom@ijnis= 1,...,4 are given by:
X; = AT, — A B %g (2.42)

It is clear from the form of equation (2.42) that the subsystems for the subdomains are independent, involving only

guantities belonging to the subdomain and to the interface region. Thus, once (2.41) has been solved for the
unknowns in the interface region, the remaining subsystems can be solved in parallel. This coarse grain parallelism is
a major benefit of domain decomposition. Golub and Ortega (1993) note that domain decomposition and its variants
are the best known parallel algorithms for solving narrow banded systems.

For general linear systems, the Schur complement method of domain decomposition suffers from the fact that the
Schur complement is dense and computationally intensive to solve directly. Typically, an iterative method such as
preconditioned conjugate gradients is used to solve the Schur complement system. The condition number of the
Schur complement system of a second order elliptic operator discretizedeom mesh iSO(n), which is a signifi-

cant improvement over the condition numbeO(thz) for the original system [Chan and Mathew (1994)]. A variety

of preconditioners have been developed for use in the iterative solution of the Schur complement system. The reader
is referred to Chan and Mathew (1994) for a survey.

2.5.2 Overlapping subdomains

The earliest method of domain decomposition dealing with overlapping subdomains was developed in the pioneering
work of H. A. Schwarz over a century ago [Schwarz (1870)]. While variants of Schwarz’s method have been devel-
oped, the based method for overlapping subdomains is still based on that work. For simplicity of exposition, we fol-
low the treatment of Chan and Mathew (1994), and deal with a do@hgdartitioned into two overlapping
subdomainsQ; andQ, Letl; denote that part of the boundary®f that is contained iQ,, and let” , denote the

part of the boundary d®, that is contained i€,. Figure 2.10 illustrates the decomposition.

Q; r, r Q,

Figure 2.10: Decomposition of a domain into overlapping subdomains.

Now, letx be then-vector of unknowns in the domai and letx; be then;-vector of unknowns in the subdomai
i=1,2. Thenx = x; 0 x, and;n x,z0 .For=1,2, IetR| be the rectangular matrix that restrlctsravector

to ann;-vector by selectlng the elements that belong to the dofjaifihen,x; = R;x ConverseI)RI extends an
nj-vector to am-vector by filling with zeros in entries correspondlng to elemenfs ol . The coefficient matrices
corresponding to the subdomains are therefore givels, by R; ARI
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Themultiplicative Schwarz methagenerates a sequence of iterates starting with an initial esﬁfﬂ)am@r executing
the following set of updates:

k+1/2) _ (9

x( +RUAR, (b— Ax") (2.43a)

X(k+1) - X(k+ 1/2) (k+ 1/2))

t
+R,A,R, (b — Ax (2.43b)

The multiplicative Schwarz method is a generalization of the block Gauss-Seidel method. However, unlike the stan-
dard Gauss-Seidel method, with sufficient overlap, the convergence rate of the multiplicative Schwarz method is inde-
pendent of the mesh size [Chan and Mathew (1994)].

The additive Schwarz methaenerates a sequence of iterates starting with an initial esb'(Fﬂbhy executing the
following set of updates:

x** 2 = 309 L ) A R, (b-AxY) (2.44a)

KD = 7D L ) AR (b - Ax1) (2.44b)

The additive Schwarz method is a generalization of the block Jacobi method. Again, with sufficient overlap, the addi-
tive Schwarz method has a convergence rate that is independent of the mesh size. Because the correction term in
(2.44b) does not reference the update from (2.44a), the two updates in the additive method can be computed in paral-
lel [Chan and Mathew (1994)].

2.6 Multilevel Methods

Multilevel methods refer to a family of methods designed to solve partial differential equations (PDESs), and are gen-
eralizations of a method known as multigrid. Multigrid and multilevel are often used interchangeably in the literature.
These methods are fairly new; the multigrid paper by Brandt (1977) is often pointed to as the seminal paper in the
field. Multilevel methods have received a great deal of attention from the scientific and engineering community
because of their impressive theoretical properties: for a PDE defimécgoid points, many multigrid methods have
optimal ©(1)) or near-optimal(()(logkn)) convergence rates [Guo (1992)]. Moreover, the total number of operations
required can be as low mnz). In this section, we present a very high level introduction to multigrid. More detailed
presentations can be found in the paper by Press and Teukolsky (1991), the tutorial by Briggs (1987), or in the text-
books by Axelsson and Barker (1984), Golub and Ortega (1993), or Hackbusch (1994).

2.6.1 Basic multilevel concepts

We first consider a two-grid method. Consider a linear elliptic PDE in two dimensions defined on the unit square that
has been discretized on a uniform square meadrtices on a side. The result is a linear system of equations

AX, = b (2.45)

n

where the subscript serves to denote the resolution of the discretization.

(2.45) can be solved iteratively by one of the methods discussed above, say Gauss-Seidel, for example. Then each
iteration produces an approximation to the solution, and we dendtththpproximation by<n(k). Recall from §2.4

that thekth residualy, & is defined by, 0=Ax,®-b,. The residual is often called tdefect If we now solve the

equation
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A = 1® (2.46)

nTn

then the solutiox,, to (2.45) is given by

X, = xﬁk) + zgk) (2.47)
The catch with this approach is, of course, that (2.46) is just as hard to solve as the original equation (2.45). However,
many iterative methods will usually converge quickly given a good starting approximation. Therefore, a good approx-
imation to (2.46) may be sufficient to accelerate the convergence of the iterative method used to solve (2.45). The
guestion then is how to generate a good approximation.

Consider constructing a mesh over the unit square withroaty2 vertices on a side. The corresponding linear sys-
tem is

A x_ =b (2.48)

Since we have discretized the same equation over the same region, changing only the mesh size, we would expect that
a solution to (2.48), expanded in some reasonable way, would be a good approximation to (2.45). Or, given the resid-
ual rn(k), we could generate a smaller residual vei;{,ﬁ?) (that is,restrict the residual), and solve the smaller system

A = f K (2.49)

mTm

Then, we could expargz},!9 to formz,*) (by interpolation, for example), and us£) to updatex,*:

KD 2 (00, K (2.50)

The steps above describe the basic idea behind multigrid, and comprise one iteraticcoafsirgrid correction
schemdPress and Teukolsky (1991)]:

i) compute thekth approximation;

i)  compute thekth defect;

iii)  restrict the defect to a coarser grid;

iv)  solve the defect equation on the coarse grid to find the correction;
V) interpolate the correction to the finer grid;

vi)  use the correction to compute the-{)st approximation.

The coarse-grid correction scheme has intuitive appeal, and has formal justification as well. The way to analyze the
coarse-grid correction scheme is to use Fourier analysis and look at the error in terms of frequency components. The
residual at each iteration consists of a number of components of various frequencies. It can be shown that an iterative
method such as Gauss-Seidel gradually reduces the amplitudes of the components of the residual. However, high fre-
guency components are reduced more quickly than low frequency components; for this reason, many iterative meth-
ods are calledmoothersThe key to the effectiveness of the coarse-grid correction scheme is that the low frequency
components of the fine grid residual become high frequency components of the coarse grid residual produced by
restriction. That is, the components whose amplitudes are reduced most slowly on the fine grid are reduced quickly on
the coarse grid!

The basic multigrid method is a generalization of the coarse-grid correction method described ab@g blee {
sequence of successively finer grids, wi@gés the coarsest, an@, is the finest. At each iteration, we produce the
residualr,¥), and restrict it to fornn, (). Now, instead of directly solving for the correctippy,®), we recursively
apply the coarse-grid correction idea: we perform several iterations of smoothing on the egugatigfd=r, &,
then restrict the resulting residual to the next coarser @fid, This process of smoothing and restricting continues
until the coarsest grids, is reached. Themyyzy=r,! is solved for the correctian®. Then,z! is interpolated
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to form z®, and A;z/®=r; ) is smoothed several times. The process of computing corrections then proceeds
through ever finer grids unti}* is determined and used to compxit&*Y). One multigrid cycle is now complete.

2.6.2 Multilevel preconditioners

Recall that preconditioners approximate the original coefficient matrix. Multilevel methods do exactly the same thing,
approximate the original coefficient matrix, but with a matrix of lower resolution. Therefore, it is a natural extension
to use multilevel methods in preconditioning.

Multilevel methods can be used to form preconditioners by considering all operations to take place in a vector space
of dimension equal to the total number of nodes in the multilevel scheme. The expanded coefficient matrices at each
level then consist of the original coefficient matrices augmented with diagonal blocks of identity matrices. Restriction
and interpolation operators can likewise be defined by matrices.

Consider a basic two-level scheme with fine coefficient matrigoarse coefficient matri, and restriction and
interpolation operatorR andP, respectively. A precondition®for A can then be defined IB~PCR Different mul-

tilevel methods then define different preconditioners which can all be analyzed in the same way as the preconditioners
discussed in §2.4.2.3.

The basic multigrid method has a rate of convergen€X D for a regular differential operator and a quasi-uniform
discretization mesh [Bank and Dupont (1981), Braess and Hackbusch (1983)]. There are many variants of multigrid
which achieve optimal or near-optimal convergence rates under more general conditions. For example, the multilevel
preconditioner of Bramble, Pasciak, and Xu (1990) was proved by Oswald (1991) to have conditionQ(nber

The multilevel preconditioner of Axelsson and Vassilevski (1989, 1990) also has optimal condition @(thber

2.6.3 The difficulty with multilevel methods

The difficulty in applying multilevel methods lies in the requirement for a nested set of meshes or matrices which dis-
cretize the problem at different levels of resolution. Constraints of geometry and physics often impose a certain mini-
mum mesh resolution in order that the discrete problem be a good approximation to the continuous problem. Given a
mesh at this minimum resolution, it is possible to further refine it in order to obtain finer meshes for application of a
multigrid method. However, the mesh representing the minimum resolution may already be fine enough and further
refinement may be unnecessary. Standard multigrid methods cannot be applied in this case, since a coarse mesh is
unavailable. Moreover, in many applications, only the coefficient matrix is known, and no information about the
meshing process is available. Again, standard multigrid methods cannot be applied.

Brandt, McCormick, and Ruge (1982) proposed a method for applying multigrid techniques given only a coefficient
matrix. The method, known as Algebraic MultiGrid (AMG), was further refined by Stuben (1983). Essentially, AMG
defines a method to construct coarser grids, given the matrix corresponding to the finest grid. AMG is applicable to
the same class of matrices (non-singular Laplacian matrices) as the techniques described later in this thesis, and
yields convergence rates similar to other multigrid methods [Stuben (1983)]. However, the algorithms involved are
very complex and difficult to analyze. Judging from the lack of recent publications, AMG has apparently fallen out of
favor within the numerical community.

In conclusion, multigrid methods are very efficient and practical when a nested sequence of matrices or meshes is
available. However, when only a coefficient matrix is supplied, multigrid methods are difficult or impossible to apply.
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3
Support Trees: Construction and Application

In this chapter, we introduce a new class of preconditioners for the preconditioned conjugate gradient (PCG) algo-
rithm, which we calbupport tree preconditionerVe call the variant of PCG that utilizes these preconditicswrs

port tree conjugate gradienbr STCG. Support tree preconditioners can be constructed for linear systems with
coefficient matrices that are real, symmetric, and diagonally dominant. In this chapter, we show how to construct sup-
port trees for a more restricted set of matrices, those that are real, symmetric, and diagonally dominant with only non-
positive off-diagonal elements. An extension to all symmetric and diagonally dominant matrices is presented in
Chapter 7.

Support trees have the following advantages as preconditioners:
e They are easy to construct.
* They depend only on the coefficient matrix, and not on the differential equation or the meshing process.
* They are designed for efficient parallel evaluation.
« They are very sparse and therefore have relatively small resource requirements (both storage and work).
*  They significantly improve convergence rates.
This chapter first presents the intuition behind the concept of support trees. Then, an algorithm for the construction of

support trees is presented, including a discussion of how to implement STCG. Finally, the chapter closes with a dis-
cussion of the computational properties of support trees.
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3.1 Communication and Mixing

First, some definitions.

3.1 Definition: An nxn matrix L is a Laplacian matrix, or Laplacian, if L is real, symmetric, and diagonally
dominant with non-positive off-diagonals.

3.2 Definition: An nxn matrixL is ageneralized Laplacian matriggeneralized Laplacianif L is real, sym-
metric, and diagonally dominant.

Recall from Chapter 2 that a real symmetric mairborresponds to an unweighted, undirected graph in which every

pair of nonzero off-diagonals;=g;; corresponds to a edge between nogemndyv;. For the case in which is a
Laplacian matrix, we can augment the graph by weighting the edges with the absolute values of the corresponding
off-diagonal elements. More formally, 18tbe annxn Laplacian matrix. Ther corresponds to an edge-weighted,
undirected grapls = G(A) defined by:

* G has vertex se¥ = {vy,..v,}, wheren is the number of rows/columns #& and nodey; corresponds to
row/columni of A;

+  Ghas edge s& = {(v;,v)) : Ai,j) # O};
« edge ¢,v) O E has weighi((v,,)) = JAGj)!.

An example of the correspondence between a Laplacian matrix and a graph is illustrated in Figure 3.1.

V2
92 3
A= |2 20 2
3 0 3 43
-4 0 0
Va V3

Figure 3.1: The correspondence between Laplacian matrices and weighted undirected graphs

Consider the multiplication of vectarwith matrixA, y = Ax. One view of the multiplication is as communication of
information between adjacent nodes of the graph corresponding to the matrix: each node sends its value to its neigh-
bors (multiplied by the weight of the connecting edge), and each node computes its new value as a weighted sum of
its current value and the values from its neighbors. For example, Figure 3.2 illustrates the simple case of communica-
tion in a matrix corresponding to a path on 4 points.

Now, consider what happens in an iterative method like Conjugate Gradients (C@h itdrate in CG is the mini-

mum error solution of the systefx = b projected intd<;(A; ro) = spanfg, Arg, A%rg,..., A lrg}, whererg = b-Axg
[Dongarra.et al (1991), Golub and Ortega (1993§(A; ro) is called &Krylov subspace. Each multiplication by the
matrix A increases the radius of information propagation by 1 mesh edge. The expression defining the Krylov sub-
space shows that afteiterations, information from the residual can only have propagatesh edges. Moreover, in
addition to the limitation of the radius of propagation, the magnitude of the information may decrease as the radius
increases.

Figure 3.3 illustrates an example for a 25x25 square mesh, in which the starting vector is an impulse function located
at the center of the grid. The propagation of information outward from the impulse is clearly observable. Figure 3.3a
shows the starting vector. Figure 3.3b shows the effect of a single matrix multiplication. Figure 3.3c shows the effect
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1 0 0 0
X
— S 2*0 -3*0
1 1-1 0 Q|1 1 0 0
-1 _ |1 3-2 0|0 y = AX
0 0-2 5-3/0 -1*0 -2*0 -3*0
0 0 0-3 3|0
y 1 -1 0 0

Figure 3.2: Matrix multiplication as communication.
The matrix multiplication is shown at the left. The top right shows the valuesupErimposed on the
graph of the matrix; edge weights have been omitted from the figure. The middle right shows thi
communication operations that make up the matrix multiplication. The bottom right shows the resul
the matrix multiplication.

of 10 matrix multiplications; while the information from the impulse function has spread nearly to the edges of the
mesh, the magnitude has decreased dramatically. Figure 3.3d show that, after 100 multiplications (corresponding to
the 100th iteration of CG), the 100th Krylov subspace encompasses the entire mesh, but the magnitude of the infor-
mation propagated is small.

Another way to look at the effect of a matrix multiplication is as one step of a mixing process. A matrix multiplication
corresponds to having each node “mix” its value with the values from its neighbors. This viewpoint provides an
insight into the convergence of iterative methods. The convergence rate of iterative methods in general, and CG in
particular, can be related to the rate at which mixing takes place, which in turn is a function of both the rate at which
information is propagated across the mesh and the rate at which magnitude is reduced with each multiplication. The
solution to a linear system is the fixed point of the iteration, the point at which further information propagation pro-
duces no change to the value of the iterate; that is, the information from the initial vector has been completely
“mixed”.

Figure 3.3 and the discussion above motivate the heuristic argument that convergence rate is a function of graph
diameter; convergence requires complete mixing, and complete mixing requires information from every node to reach
every other node. In fact, on axn mesh (which has? nodes) this is a very good heuristic — the diameter okan

mesh is B, while the convergence rate of CG isDGuo (1990)].

The idea behind support trees is to accelerate the mixing process by increasing the rate of information propagation.
This is implemented in a novel way — by providing an alternate communication network with a smaller diameter so
that fewer steps are necessary to get information from one side of the graph to the opposite sidenHuaar

graph with a diameter of, the corresponding support tree has a diameter of onty log

A support tree is constructed by recursively finding edge separators and adding a node for each separator with edges
connecting nodes at different levels. Each support tree edge therefore defines a subgraph of the original graph, and the
weight of each edge is equal to the total weight of the edges in the boundary of the corresponding subtree. The sup-
port tree is therefore able to carry roughly the same volume of communication in/out of a subtree as did the edges in
the original graph. But, the support tree is constructed so that the communication distance is shorter. Hence, informa-
tion mixes more rapidly.
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Figure 3.3: Repeated matrix multiplication on a 25x25 grid.
a) the starting conditiony = x
b) after 1 multiplicationy = Ax
c) after 10 multiplicationsy = A1%
d) after 100 multiplicationsy = A10%

From the standpoint of preconditioners as approximate inverses, the support tree preconditioners are constructed to
approximate the communication network represented by the coefficient matrix. In some sense, then, a support tree
preconditioner is intended to approximate the topological properties of the coefficient matrix, rather than the alge-
braic properties.

3.2 Support Tree Construction

The procedures used in the construction of a support tree are presented as Procedures 3.3 through 3.5 below. In these
procedures, the weights of the edges of the support tree are set equal to the total weight of the edges on the boundary
of the subgraph induced by the tree edge. Support tree edge weights can be assigned in many other ways. In Chapter
5, we present a weighting based on the ratio of boundary edges to internal nodes; this weighting has some very nice
theoretical properties. In all other chapters, however, we utilize boundary weighted support trees.



3.3 Procedure:partition_fn
set_of_graphgartition_fn (G) {

% input:G = an edge-weighted graph omodes;
% output:{ G;} = a collection of subgraphs &

1.finds, an edge separator Gf
2. let {Gj} be the connected components®f- s ;
3.return({G});
} % endpartition_fn
3.4 Procedure:generate_support_tree
treegenerate_support_tres, partition_fr) {

% input: G = an edge-weighted graph nomodes;
% partition_fn= a function which returns a set of two or more subgraphs
% output:T = support tree for the grajih

1. create a new nodg

2. create a new treecontaining only the nods,

3.T =generate_support_tree_s(b, S, G, partition_fj
4. return(T);

} % endgenerate_support_tree

3.5 Procedure:generate_support_tree_sub
treegenerate_support_tree_s(b, §, G;, partition_fr) {

% input:T = a tree;

% § = anode of, the root of the subtree to be created

% G; = a subgraph whose support tree is to be root&d at

% partition_fn= a function which returns a set of two or more subgraphs
% output:T =T O T;, whereT; is the support tree f@B;

1.{H;} = partition_fn(G;);

2.for eachH; O {H;} {

3. create a nodg in T corresponding téf;;

4. computd;, the total weight of the edges on the frontieHpf

5. create an edge of weidgBjtin T connectingR; to §;

6. if |Hi| > 1 then T = generate_support_tree_sib, R ,H;, partition_fn);
} %end for

7.return(T);

} % endgenerate_support_tree_sub
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The process of building a support tree is illustrated in Figure 3.4. The figure represents building a support tree for a
finite element mesh that was derived for a cracked plate. The original mesh is presented in Figure 3.4a. Each addi-
tional illustration takes the support tree construction process down one more level of recursion. At each level, edges
of the separators are drawn as dotted lines, while remaining edges are solid. Figure 3.4f is the final support tree. The
crack is not visible in the illustration, since the points are separated by only a small amount, but runs from (0.0,0.5) to
(0.5,0.5). A singularity exists at the inner end of the crack, which requires very fine meshing to resolve adequately;
the fine meshing can be seen around the center of the mesh.

The reason for the namseapport treds revealed by looking at the figure. The original mesh is planar, with the support
tree sticking out in the third dimension. The mesh appears to be hanging from the support tree; that is, the mesh
appears to bsupportedby the tree.

Each node of a support tree defines a subgraph of the graph; the root corresponds to the entire graph, while leaves cor-
respond to individual nodes. Each non-leaf node of a support tree also defines a separator, in particular, the separator
used to partition the associated subgraph. Finally, every edge in the support tree corresponds to the collection of edges
that make up the frontier of the subgraph associated with the node on the leaf side of the edge.

3.2.1 Partitioning the graph

The process of graph patrtitioning is at the heart of the support tree construction procedure. Graph patrtitioning,
reviewed in Chapter 2, is a process of deleting edges of a Graptorder to produce two or more subgraphs of
roughly the same size that are disconnected from each other. The set of edges removed isecigjiedegarator

Graph partitioning can also be performed by deleting vertices; the set of vertices which, upon removal, partitions the
graph is called &ertex separatonn this thesis, we shall only be concerned with edge separators. The goal of graph
partitioning is to find small separators.

Any graph partitioning algorithm is applicable to the construction of support trees, provided that the algorithm can be
applied to the underlying graph. For example, if only the coefficient matrix is known, then one of the combinatorial
algorithms must be used. When geometric information is available, then a geometric algorithm can be used as well.

One of the decisions that must be made in constructing a support tree is deciding upon the branching factor of each
node. We have found that, for relatively regular problems, a good solution is to match the branching factor to the
dimensionality of the space: a support tree for a medidimensions has a branching factor &f Phus, the support

tree for a path is a binary tree, the support tree for a square mesh is a quadtree, and so on.

For exotic graphs that may be highly irregular, a somewhat irregular support tree is also desirable. In Chapter 5, we
present a method for construction of irregular support trees in which the branching factor at each node depends upon
the topology of the underlying subgraph.

3.2.2 Weighting the edges of a support tree

Recall that we have compared the convergence of an iterative method to a mixing process. Each of the constituent
matrix/vector products propagates information one step, and the goal in constructing support trees is to accelerate
mixing by reducing the distance across the graph. But just reducing the distance is not sufficient. The volume of com-

munication between subsets must be maintained while distance is reduced.

Consider a subgragh, of a graphs that resulted from some number of recursive partitioning steps. The collection of
edges ((,v) such thau O G;, andv O G; is called thdrontier of G;, which we denoté&ontier(G;). Each of the edges

(u,v) O frontier(G;) has a weighivt(u,v) associated with it. Thigontier weightof G;, 3(G;) is the sum of the weights

of the frontier edges. Imagine that these edges are pipes with capacities given by the weigB{&;Isetine total
capacity of the edges with whi€) communicates with the rest of the graph. Hence, the edge of the support tree that
leads down td5; must be able to accommodate the same capacity as the fror@ierTdiat is, the same volume of
information must flow through the support edge as can flow thrivogtier(G;).



43

Wi

\ ‘4
u‘ (| ‘d“ ' ‘ » |
| *‘:f

1IN
fil il |
| \‘l‘}l ”JV":. | wM

Figure 3.4: Support tree construction.
The steps in the construction of a support tree are illustrated.
a) the original meskb) one level of partitioning
c) two levels of partitioningl) three levels of partitioning
e) four levels of partitionind) five levels of partitioning: the final tree

The reasoning above (which is formalized in the proofs of Chapter 4), provides the intuition behind weighting the
support tree edges by the total weight of the edges on the frontier of the associated subgraph. In Chapter 5 we discuss
a more elaborate way to weight the edges of both regular and irregular support trees that guarantees sufficient support
of boundary edges, but also provides properties that are useful for theoretical analysis of general support tree perfor-
mance. The boundary edge weighting used in the algorithms of this section are sufficient for regular graphs, however.
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3.3 Implementation of Support Tree Conjugate Gradient

We use support tree preconditioners in a variant of PCG. We call our variant (fupf@t tree conjugate gradient
(STCQG).

Support tree matrices are large and sparse, larger, in fact, than the original matrix. For a simpla pattesnthe
coefficient matrixA is nxn, while the corresponding binary support tree maktrig (21-1)x(2n-1). How can we make
use of a preconditioner that is larger than the original matrix? The answer is to c@rssm@Enputational implemen-
tation of a smaller matrix. This is explained below.

Let T be a support tree matrix. ThenTifs ordered from leaves to rodthas the form

T = {D R} (3.1)
RUS

whereD is nxn and diagonal. Rows/columns 1 througbf T correspond to the nodes of the original mesh, which are

the leaves of the tree. The other rows/columns correspond to internal nodes of the tree, and constitute the additional
variables that make the support tree matrix larger than the original matrix. In graph-theoretib texpmesents the

total connectivity at the leaveR.andR' represent the connections between leaves and internal nodes of the tree, and
Srepresents the internal nodes and connections in the tree. Figure 3.5 illustrates an example for a quadtree support
tree constructed for a 2x4 mesh.

Let A be amxn coefficient matrix and be ammxm support tree matrix fok. Assume thaf andT are ordered so that

T has the block decomposition shown above. Consider performing Gaussian reduction to the internal hodes of
which is the blocks This process reduc&do a diagonal matri%y. In additionR andNRt are zeroed out, and it can be
shown thaD fills out to become a dens&n matrix K. Denote the reduction dfby T . The Gaussian reduction can

be implemented as matrix multiplication: pre-multiplication by a ma&@iand post-multiplication b@', as shown
below.

oTa = K9 =7 3.2)
0s,

Let A be themxm matrix constructed from by addingm-n rows and columns of zeros:
A=|AD (3.3)
00

Similarly, for anyn-vectorx, letx be them-vector obtained by adding-n zeros tox:

% = H (3.4)
0

Consider the Gaussian reduction denoteGandG!' to A.The elementary operations®fconsist of adding multi-
ples of row/column, fori O {n+1,...m} to row/columnj, forj 00 {1,...,n}. But, all the rows/columns ok are zero for
i 0{n+1,..m} Therefore,A is unchanged by the given Gaussian reduction operations. We therefore have:

GAG! = A (3.5)

A similar argument shows that, for amyvectorx constructed by augmentingramectorx with zeros:
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Figure 3.5: The structure of support tree matrices.
At the top is a mesh and the corresponding matrix. At the bottom is a support tree constructed for tl
mesh, and the corresponding matrix. The block structure of the matrix is illustrated.

GX = X (3.6)

We now have enough tools to show hownatm support tree matriX may be used as a preconditioner foman
matrix A, wheren <m.

Consider solvingAX = b , wherd is as defined in (3.3), and koth band  are constructed as in (3.4). This system

is singular, so more than one solution exists. We need to show how to find a unique solution that can be easily con-
verted into a solution tdx = b . Usingas a preconditioner is equivalent to solving the system

T-1Az = T-1b (3.7)

wherez = H X is the solution téAx = b , angis some unknown vector.
Y

Applying Gaussian reduction B ,whe@d Gl =T yields
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GTG1GAz = GT'GLGb (3.8)
or, using (3.2),
T-1GAz = T-1Gb (3.9)
We now apply the same reductionfo
T1GAGIGz = T-1Ghb (3.10)

Now, recalling from above the effect of the particular Gaussian reductién on b and , as given by (3.5) and (3.6), we
have:

T1AGtz = T-1b (3.11)

That is, we can use the reduced mafrix as a preconditioner for a system involving a coefficieM@Thtrix instead
of usingT to preconditionA. Moreover, the structure of this alternate system is useful. Equation (3.11) above, in

block form, is
o Jediecld-fo o8
0 Sal 00 H21H22 Y 0 Sal 0

Multiplying out the matrix terms yields:

- 3

In equation (3.13) above, the variables corresponding to the extra nodes of the support tree have no influence on the
solution toAx = b . Therefore, we only need to sas a preconditioner f&, and solve

KA = k™ (3.14)

The catch is tha& is dense, and requires too much work to use, both to compute the triangular faktoaseto

solve the resulting systems. However, since the added variahidésmir no effect on the solutiowe can use the

sparse support tree matiixas a preconditioner f@gk by simply augmenting the vectorsandb with zeros, solving

(3.7). and throwing away the extra variables. The advantage in using (3.7)Tsighattremely sparse, and is also
structured for efficient computation, meaning that solving the larger, sparser system (3.7) is more efficient than solv-
ing the smaller, denser system (3.14). The intuition is to thifikasf a sparse, computationally efficient form of the
dense preconditionéd.

We can now present the STCG algorithm, which is a variant of the PCG algorithm presented as Procedure 2.12 in
Chapter 2. For convenience in exposition, Procedure 2.12 is reproduced here.
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2.12 Procedurepreconditioned_conjugate_gradierts, x© b, B, & ) {
X = X(O);
g=Ax-b;
solveBh = g;
0=, h);

B=0;

d=0;

while (0>¢)do{
d=-h+pd;
h =Ad;
1=05/(d, h);
X =X +1d;
g=g+1h;
solveBh = g;
o =g h);
B=al9;
o0 =0;

}

return (X);

3

We now state the STCG algorithm as Procedure 3.6:

3.6 Proceduresupport_tree_conjugate_gradierts, xO b, T, ¢ ) {

n =dim(A);

m = dim(T);

x = xO:

g=Ax-b;

g =augmenfg,m-n);

solveTh = §;

h=h(Ln);

3= (g, h);

B=0;

d=0;

while (8 >¢)do{
d=-h +pd;
h = Ad;
1=93/(d, h);
X=X +1d;
g=g+1h;
g =augmentgm-n);
solveTh = §;
h=h (2:n);
o= h);
B=o/9;
0=0;

}

return (X);

k

The only differences between PCG (2.12) and STCG (3.6) are at the points where the preconditioner is applied. In
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STCG, the residual must be augmented with zeros before the preconditioned system is solved, which is performed by
the statemeng augmenfg,m-n). Then, following the solution step, performeddmjveTh = g, the solution must

be reduced in size by dropping elements corresponding to the added zeros, which is performédby) (where

h (1:n) is the notation from Matlab [Mathworks, Inc., (1992)] for elements 1 thrawjlvectorh ). Therefore, most

of the STCG algorithm is executed witkvectors and thexn matrix A. The only step that involves the added vari-

ables is in solving the preconditioned system, which is done efficiently because of the structure of the support tree.

In Chapter 4, we show how an interpretation of Laplacian matrices as resistive networks also leads to the conclusion
that a support tree can be used as a preconditioner. The demonstration in Chapter 4 is based on physical principles
about current flow.

3.4 Computational Properties of Support Trees

A good preconditioneB for a coefficient matribA should satisfy three criteria [Axelsson and Barker (1984), vander-
Vorst (1989)]:

1. Preconditioning wittB should reduce the number of iterations required for PCG to converge.

2. Bshould be easy to construct. That is, the cost of constructing the preconditsirerld be small with
respect to the total cost of solving the linear system.

3. The preconditioned systeBr = r should be easy to solve. On both serial and parallel machines, this
means that the time required to soRe=r should be small with respect to the time required for an
unpreconditioned iteration. On serial machines, a good preconditioner should require relatively little work
to solve, and should be structured for efficient execution. On parallel machines, a good preconditioner
should be well-structured for parallel execution.

In the subsections below, we address each of these criteria with respect to support tree preconditioners, with special
emphasis on parallel implementations.

3.4.1 Reduction in the number of iterations

Recall from the review in Chapter 2 that the generalized condition number of an ordered pair of mMaBjdss (
given by the ratio of the maximum and minimum generalized eigenvalues:

K(BLA) = K(A B) = A (A B)/A . (A B)

The rate of convergence of PCG for coefficient matrand preconditionds is O(A/K(B_lA)) [Axelsson and Barker
(1984)].

To compare convergence rates, we consider as our model problem the two-dimension Dirichlet problem on the unit
square discretized by linear finite elements intavansquare mesh. When the preconditioner is the identity (no pre-
conditioning), the condition number '@(nz) [Johnson (1987)]. Diagonal scaling (DSCG) and the incomplete
Cholesky (ICCG preconditioners are a3m?) [Gustafsson (1978)]; although DSCG vyields improvements over no
preconditioning, and ICCG is known to be an improvement over diagonal scaling, neither actually improves the
asymptotic convergence rate. The modified incomplete Cholesky (MICCG) preconditiogey, isut requires deter-
mination of a relaxation parameter to achieve the optimal convergence rate [Gustafsson (1978), Axelsson and Lind-
skog (1986)]. The SSOR preconditioner with optimal relaxation parameter iO&iydAxelsson and Barker
(1984)].

In comparison, we show in Chapter 4 that support tree preconditioners have a generalized condition number of
O(nlogn). Thus, support tree preconditioners have better asymptotic properties than diagonal scaling and incomplete
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Cholesky, but not as good as modified incomplete Cholesky or SSOR preconditioning. However, it should be noted
that support tree preconditioners do not require the computation of any optimizing parameters, as in the case with
modified incomplete Cholesky and SSOR. Furthermore, in this section we also show that the regular structure of sup-
port trees make their parallel performance much better than any of the others listed here except diagonal scaling. Sup-
port tree preconditioners are also more sparse than either modified incomplete Cholesky or SSOR preconditioners.

3.4.2 Ease of construction

The algorithm for support tree construction, presented in §3.2, is very straightforward and relies only on a subroutine
to perform graph partitioning. As explained above, graph partitioning is a well-researched problem for which a num-
ber of efficient solutions have been proposed.

The algorithm for support tree construction contains two inherent levels of parallelism: parallelism within the parti-
tioning code, and parallelism by subgraph. For example, consider partitioning a suBgrapé partitioning code

can be parallelized in various ways. Then, after partitio@nimto Gj4,...Gj4, the partitioning processes for each of
the G;; can be executed on separate processors.

The cost of construction of a support tree preconditidmaust include the cost of factorifiginto triangular matri-

ces,T = V\.. The structure of a support tree yields an ordering for factoring the associatedThwaittixzero fill.
Moreover, the zero-fill ordering is a by-product of the support tree construction procedure. The tree is constructed
from root to leaves, while the zero-fill factorization proceeds from leaves to root. Therefore, the order in which tree
nodes are created is simply reversed to find the zero-fill ordering.

The zero-fill ordering can be used, with some modification, to perform Cholesky factorization in parallel. The key in
parallel factorization is to find sets of independent nodes to factor in parallel. As discussed in the next section, a pro-
cedure calledeaf-rakingcan be used to determine an ordering for parallel evaluation of independent nodes. When
ordered properlyT can be factored i®(logn) parallel steps.

3.4.3 Ease of solution

Consider the process of solution on a serial processor. A support tree is large, but very sparse. A support Tree matrix
for a coefficient matriA will be stored, in application, in the form of its Cholesky factoesmd\V!. The serial work is
proportional to the total number of non-zeros in the Cholesky factors. Table 3.1 and Table 3.2 list the resource
requirements for diagonal scaling (DSCG), incomplete Cholesky (ICCG), and support tree (STCG) preconditioners
of square and cubic meshes, respectively. For the tables, lower order terms have been ignored. In 2D, a quadtree sup-
port tree was used for comparison, while in 3D an octtree was used. The tables make clear the sparsity of support
trees: despite having more nodes than the original matrix, the support tree has fewer non-zeros than the incomplete
Cholesky preconditioner, and even fewer non-zeros than the original matrix itself. Moreover, the advantages of sup-
port trees increase with increasing dimensionality: in 2D, the support tree has roughly 80% of the non-zeros that the
incomplete Cholesky factors have; in 3D, the fraction drops to less than 50%.

Table 3.1:Preconditioner Resource Table 3.2:Preconditioner Resource
Requirements for an nxn Mesh Requirements for an nxnxn Mesh.
2D (nxn) |[DSCG |ICCG STCG 3D(xnxn)DSCG___|ICCG STCG
storage n° 5 4r? storage n° 7 (24/7)rr°>
+ 0 3 2 + 0 5n° 2n
* 0 4r? (8/3)r? * 0 6n° (ae/7)re
/ n? n? (413)r? / n® n3 (8/7)r

Suppose thaf is ordered to yield a zero-fill Cholesky factorizatibs VM. The triangular factor¥ and\! corre-
spond to edge-weighted directed trees, one tree with all edges directed from leaves to root, and the other with edges
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directed from root to leaves. In the directed interpretation, row indices correspond to the heads of arcs and column
indices to the tails. For exampl(j,j) # O corresponds to a directed edgey) for whichy; is the head of the directed
edge, andj; is the tail. Figure 3.6 illustrates a simple example.

2 00-10 14 0 0 0 O 14 0 0-7 O

010-10 01000 01 0-10
a) 001 0-1 = 00100 * 0 01 0-1

-1-1 0 3-1 7-1 012 0 0 0 01.2-8

0 0-1-1 2 0 0-1-8.58 0 0 0 0.58
b) = .

Figure 3.6: Graph-theoretic interpretation of Cholesky factorization.
a) Cholesky factorization of a Laplacian matrix.
b) Equivalent factorization of an undirected tree into two directed trees.

Recall that, to solv@z =r, we solve two triangular system#y =r, andV'z = y. By referring to Figure 3.6 and recall-

ing the interpretation of triangular matrices as directed graphs, we see that the solution process consists of propagat-
ing weighted averages up the tree (solWtyg= r), and then propagating corrections back down the tree (safing

=y). We can make the process somewhat more efficient for parallel execution by using the root-free Cholesky factor-
ization: T = CDC', whereC is unit lower triangular, and is diagonal. Then the solution process consists of propagat-

ing averages up (solvin@y = r), scaling all values in parallel (computimg= Dly), then propagating corrections

down the tree (solving'z =y).

The fact that the Cholesky factors correspond to directed trees can be used to optimize the solution procedure for par-
allel processors. The directed arcs represent dependencies: nodes at the heads of arrows are dependent on values from
the nodes at the tails. Hence, leaves are entirely independent, and may be solved in parallel. If the leaves are then
removed from the tree, a new, smaller tree results, with leaves that are again independent. We call this evaluation pro-
cesdeaf-raking since all existing leaves are “raked” off the tree at each step. Parallel node evaluation by leaf-raking

is a special case of a more general parallel algorithm knowarabel tree contractiofjReid-Miller, et al (1993)]. A

complete binary tree with leaves (-1 total nodes) can be evaluated using leaf raking in 8hlggn’]| parallel

steps.

As part of the initialization process for STCG, the order in which nodes should be evaluated is determined, and the
linear systems are reordered to maximize data locality at each step. We call this oatterimigler

Figure 3.7 illustrates the process of leaf raking on a simple tree. An analogous process exists for the downward
directed tree: expansions from parents to children can be performed independently in parallel. Leaf raking can result
in impressive parallel performance. For example, consider the case of a quadtree support treenforesh. The
first and last steps in the evaluation of the preconditioned system can be performed by evﬁluadeg in parallel.

Leaf raking is only one source of parallelism that can be exploited in the solution of the preconditioned system. The
second source is evaluation by subtree. Each subtree of a support tree is independent of other subtrees. Hence, with a
parallel-vector processor architecture such as the Cray C-90, separate subtrees can be assigned to separate processors,
and only a single message from each processor to a central processor is necessary to combine results for complete
evaluation of a single triangular factor. Each of the subtrees can be evaluated efficiently using the vector capabilities

of each processor. Figure 3.8 illustrates the procedure for a simple quadtree support tree pssifippcessors.

On a massively parallel machine, clusters of processors can be assigned to subtrees. Interprocessor communication is
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T
e
rake

rake

Figure 3.7: Leaf Raking and the Solution of a Lower Triangular System.
A linear system corresponding to a tree directed from leaves to root is shown at the left. In the first par
step, the solutions at the leaves are computed, and the right hand side values at the parents are upda
succeeding parallel steps, the process is repeated at the leaves obtained when the previous set of le:
removed. At the last step (not shown), the solution at the root is computed.

— S
DOADOAADO0A0 AONY

Pio P11 P12 P13 P4 P15 Pi1s

Figure 3.8: Parallel evaluation of subtrees.
With 16 parallel-vector processors, the quadtree is partitioned up at level 3, with each subtree beinc
assigned to a separate processor. By applying leaf raking, each of the subtrees can be efficiently eval
using the vector capabilities of each processor. To combine the results, one processor is selected as
central processor, and the other processors each send a single number to it.

minimal since each processor must send/receive at most two messages during evaluation of a triangular factor, as long
as every processor is assigned either a single node or a subtree.

The theoretical efficiency of STCG in solving the preconditioned system on a per-iteration basis can be compared
with that of other methods using the parallel-vector models of Blelloch (1990), which were presented in §2.4.2.4.
Consider solving the preconditioned systems for DSCG, ICCG, and STCG appliedktoraash:

* DSCG is the most efficient of the methods. The preconditioned system can be solved in a single parallel
step, yielding a step complexity (1), and an element complexity @(nz).

« For ICCG, a naive triangular solve method would have step complem(né)‘, and asymptotic element
complexity ofO(n?) as well. Using the more efficient diagonal ordering (see §2.4.2.4), in which nodes that
lie along g common diagonal are solved in parallel, yields step complexdnpfand element complex-
ity of O(n%).

« For STCG using leaf raking, step complexityoidogn), and element complexity G(nz).
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3.5 Summary

In this section, we have presented the intuition that led to the development of support tree preconditioners. We pre-
sented an algorithm for the construction of a support tree preconditioner for an arbitrary Laplacian matrix, and
showed how to implement the STCG algorithm. We stated that the condition number of S3{@Bgs) for annxn

mesh, and showed how the implementation of STCG could be made very efficient for parallel processors.

In the next three chapters, we provide theoretical and practical demonstrations of the properties of STCG. In Chapters
4 and 5, we prove the convergence properties of STCG through analysis of generalized condition numbers, and show
the applicability of STCG to Laplacian matrices. In Chapter 6, we present the results of numerical experiments that
demonstrate the actual performance of the STCG algorithm. In Chapter 7, we show how to extend STCG to general-
ized Laplacian matrices.
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4
Support Trees: Theory

In this chapter, we present a theoretical analysis of the convergence properties of support tree preconditioners. The
analysis relies on interesting isomorphisms between Laplacian matrices, undirected graphs with self-loops, and
grounded resistive networks. The theory interprets matrix multiplication as current flow in resistive networks and
shows how condition numbers are based on a concept of support of one network for another.

4.1 Matrices and Graphs

Recall the definition of Laplacian matrices from Chapter 2:

An nxn matrix L is &aplacian matrixor Laplacian if L is real, symmetric, and diagonally dominant with
non-positive off-diagonals.

A one-to-one correspondence exists between a subset of undirected graphs and Laplacian matrices.
Given an undirected graph with positive edge weights, a corresponding Laplacian matrix can be constr@®&ted. Let
(V,B) be an undirected graph with vertex¥et {v;...v,}, edge se€ = {(v;,v)): v; is adjacent to;}, and edge weights

w(v;,vj). The Laplacian matrix d, L = L(G), is annxn real symmetric matrix such that:

* L(J) =LG.1) = w(v;,v)), wherew(v;,v)) is the weight of the edge betwegramd v,

. L(i,i) = w(v, V) .
viazdjvj :

Figure 4.1 illustrates several edge-weighted graphs and their Laplacian matrices.

The Laplacian matrices illustrated in Figure 4.1 are all singular. In particular, they all have the zero row/column sum
property:the sum of all the elements in any row/column is.Z&te zero row/column sum property implies singular-
ity because it means that the constant vector is an eigenvector corresponding to eigenvalue zero.

Given annxn Laplacian matriXx. with the zero row/column sum property, it is easy to construct the corresponding
graphG = G(L):
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\Zi Vi 2 Vs
92 -3 82 1 —
2 = =
L] 20 5 Ny I3 L=-|? 53
43 30 3 1-3 8
Vi 4
-4 0 O 5 04
Vg V3 Vg V3

Figure 4.1: Graphs and Laplacian Matrices.

e G has vertex se¥ = {vq,...,\jy}, wheren is the number of rows/columns lin andyv; corresponds to row/
columni of L;

* Ghas edge sé& = {(v;,v): L(i,j) # O},
 edge ;) O E has weightvt(v;,v) = [L(i,j).

So there is an isomorphism between Laplacian matrices with the zero row/column sum property (that is, singular
Laplacian matrices) and edge-weighted, undirected graphs. To deal with non-singular Laplacians, it is necessary to
expand the class of graphs.

A LaplacianL can be made positive definite (and hence non-singular) by adding positive weight to one or more of the
diagonal elements. That is, fora Laplacian having the zero row/column sum propértgan be made non-singular

by adding positive weighd; to L(i,i) for somei. In terms of the associated graptr G(L), we represent the added
diagonal weight); as a self-loop on nodg of weightd;. Figure 4.2 illustrates diagonal weighting on Laplacians and
their associated graphs.

1 2 2 v
7 92 -3 Vi 10 2 1 -
2 — —
L-|2 30 5 N1 |z L=|2 53
43 3 0 3 13 3
4 N
\71 V3 -4 00 Vg V3 5 0-4

Figure 4.2: Non-singular Laplacians and Self-loops.

We have now demonstrated an isomorphism between all Laplacian matrices and undirected graphs with self-loops, in
which all edges are weighted with positive weights.

4.2 Matrices and Resistive Networks

There is also an isomorphism between Laplacian matrices and resistive networks. Consider a simple circuit consisting
of two nodesy; andvj separated by a resistor with resistangeas in Figure 4.3. The current betwegrandy,,

denotedjy, is a function of the voltage difference between the nodes and the resigtance

i = (4.1
k
J rjk
wherey; anduy are the voltages at nodgsandyy, respectively. Or, since conductance is the reciprocal of resistance,
we have
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e = Cjicuj=uy) (4.2)

wherecy, the conductance betwegrandy is given by

rjk
YV — ANy,
ijk —>

Figure 4.3: Simple resistive circuit.

By symmetry in the circuit, we also have

i = C(ueyy) (4.4)

Leti; andiy be the net current flow out of nodeandy,, respectively. Sincey = ¢;, we can rewrite the equations
above as a linear system:

I 2 | Cik Ok Y] (4.5)
I ik Cik| Yk
or, in matrix notation,
i = Cu (4.6)

We callC theconductancenatrix for the resistive circuit. The conductance matrix maps applied voltages at the nodes
to net currents at the nodes. Because conductance is the property of interest to us, we will label resistors in figures by
their conductances.

We can generalize these equations to resistive circuits with an arbitrary number of nodes. Consider a resistive network

with n nodes. Suppose that nodgeandy, are connected, as above, with a resistor having condudinicet ey, for
j <k be then-vector with 1 in thgth component and -1 in thh. Then let

ik = kel 4.7)

Ej is thenxn matrix having +1 in positiong(j,j) andEj(k,k), -1 in positionsE;(j,k) andEj(k,j), and zero else-
where. Equation (4.5) can then be written as

iJ' =c. E. Yj (4.8)
i k=i u '
k k

Since the net current flow at a node is given by the sum of the current flows between the node and its neighbors, we
have for any node:

Iy = Ed Ci (Uj=Uy) (4.9)
Kadijj

Or, for all nodes in the circuit:

i = U ¢ E.Hi = cu 4.10
s et (4.10)
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In the equation above, the conductance magrig now the sum of all the conductance matrices for the individual
resistive connections. The sum is taken for adjacencies with nodes of higher index to avoid duplication. The conduc-
tance matribxC is exactly the Laplacian matrix of the weighted gr&pthat has the same topology as the resistive cir-

cuit, with edge weights given by the conductances of the individual connections. Figure 4.4 illustrates a resistive
network and its associated conductance matrix. Compare this with the weighted graph and Laplacian in Figure 4.1.

Vo
. 220 30-3 400 92 -3
12
c-|2 20q9,[00 0d,|0000q_|2 20
0 00d |30 3 000 30 3
Cig=4 v V1 C13=3 0 00 00 0 400 4 0 0
\ V3

Figure 4.4: Resistive network and conductance matrix.

The conductance matrices for resistive circuits have the zero row/column sum property. This property makes sense
from a physical standpoint: when all the nodes in a circuit have the same voltage, there is no net flow of current at any
node. However, we need to extend the resistive circuit isomorphism to include non-singular Laplacians.

Since a conductance matrix is a Laplacian matrix, it can be made non-singular by adding positive weight to one or
more of the diagonal elements. In the case of resistive circuits, this can be interpreted as adding a resistive connection
to a ground node that is fixed at voltage zero. This is formalized below.

4.1 Definition (augmented matrix)-et L be a Laplacian matrix. Then L = C + D, where C is the conductance
matrix of a resistive circuit with n nodes, and D is an nxn diagonal matrix with non-negative entries. Let F
be the conductance matrix corresponding to the circuit of C augmented with a ground, nasiech that

F(i,n+1) = F(n+1,i)) = -D(i,i), and F(n+1,n+1) = z D(i,i). That is, each node in the circuit is con-
|

nected to the ground node with a conductance equal to the additional diagonal weight at that node. We
call F theaugmented matrjxor augmentationof L. Let d = diag(D) = [D(4, 1), ..., D(n, n)]t, and
h = %dk = tr(D). Then F can be written in block form as

F= {'— ‘d} (4.11)
—dt h

4.2 Lemma Let L be a Laplacian matrix. Let F be the augmentation of L. For any vector of applied voltages

c
|

= [ul un]t, let w = [“1 VS o]t, i =Lu, andj = Fw .Then we have, = j,, for all

k=1...n.
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proof:

By construction, using equation (4.1F),= {Lt d} . Partitionimgn the same way vyields
dt h

w = |Y]. Substituting and multiplying, we obtaim = Lodijul - JLup |
0 d' h/ [0 dtu dtu

Thus, any Laplacian matrix is isomorphic to a resistive network. Now we can move between three different, equiva-
lent representations of the same object. In what follows, we will cease to distinguish between undirected weighted
graphs and resistive networks, and will use both representations interchangeably.

4.3 Support Trees and Resistive Networks

In Chapter 3, we presented the intuition for support trees in terms of making communication across the mesh more
efficient. We now augment this intuition by presenting support trees in terms of resistive networks.

The previous subsection showed that a Laplacian matrix corresponds to a grounded resistive network; the Laplacian
corresponds to the conductance matrix that defines the network. Furthermore, matrix-vector multiplication is a map-
ping from voltages at each node to net current flow at each node. For example, consider the simple example of the
conductance matrix shown in Figure 4.5. The top of the figure shows the conductance matrix and the corresponding
network in which edges are labeled with conductances. The bottom of the figure shows a matrix-vector multiply and
its network interpretation. The input vector denotes the voltages assigned to each node of the network. The individual
terms in the matrix-vector multiply give the current flow from one node to another: for examples i1, = -1/2,

which is the current flow fromy to v,. The output vector gives the net current flow at each node. A negative net flow
indicates flow into the node — the node is a current sink. A positive net flow is flow out of the node — the node is a
current source. In the figure, nodgis a sinky, is a source, and nodesandvs have no net current flow.

A Vi 1 V2
4 1 -1 —
a) -1 2 0= 1 2 1
-1 0 2 -
2 -1 -1 Va 1 va
. i21 =1/2
A u I U1:0 -— U2=1/2
4-1-1-20 -3 i41=2

b) -1 2 0-1|1/21 _ |0 i31:1/2¢ \ ¢i42=1/2

-1 0 2-1|1/2 0
-2 -1 -1 1 3

u=12 - Ul
143= 1/2
Figure 4.5: Matrix-vector multiplication maps voltages to currents.
a) A conductance matrix and the corresponding network.
b) A matrix-vector multiply, and the resulting interpretation in terms of current flow.
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The nodes, andvs which have no net current flow are particularly interesting to us. Considevsaddeseen in the
figure, v, has current flowing both in and out of it; the inward flow exactly balances the outward flow, however. The
reason that the inward and outward flows balance is that the voltags #ie weighted average of the voltages at its
neighbors. A function that satisfies the local averaging property is taltetbnic[Doyle and Snell (1984)], and so

we call nodes liker, andvs which have zero net current fldvarmonic nodesThe concept of harmonic nodes are
essential to the construction of support trees. All non-leaf nodes of support trees are harmonic nodes.

Consider the process of constructing a supportTiree the coefficient matriA (see 83.2). Suppose that, at some

step in the process, a subgraphis partitioned into componen@y andG;;. Then, a support tree node is created

with edges to each component, and each edge is weighted to support the total communication out of the connecting
component. If the support tree node is harmonic, then its voltage is the weighted average of all the voltages in the tree,
and it doesn't alter the net current flow through it. That is, the net communication between each subgraph and the rest
of the graph is left unchanged. Tégecificcommunication effects are of course altered, bubtesall communica-

tion with respect to each subgraph is unchanged. Therefore, a support tree effectively reduces the communication dis-
tance while accurately preserving global communication effects.

Internal support tree nodes are made harmonic by the simple process of setting their net current flow to zero. To be
more specific, e be a support tree for amxn Laplacian matriXA. Then, as explained in 83.3, there is an ordering of
the nodes i such that

T = {D R} (4.12)
RS

whereD is annxn diagonal matrix and corresponds to the node&, & is square and corresponds to the internal
nodes of the tree and their interconnections,RaddR' correspond to the connections between nodésaof inter-
nal nodes off. Now, if r®) = b - Ax!) is theith residual, then the usual preconditioned system that must be solved at

theith step isBz() = r()  wher® is the preconditioner. The preconditioned system using support trees with har-

monic internal nodes i¥w = s() | where, fbin the block diagonal form above(l) = {r(i)} , and= [Z(i)}
0 y

Augmenting the residual with zeros ensures that the internal nodes of the support tree are harmonic so that the tree
only propagates local averages. The quantities in the wectmresent weighted average voltages for different sub-
graphs, and can be ignored for the purposes of computing the next step in the PCG algorithm.

Recall from Chapter 3 that the leaves of the support tree correspond to nodes of the original mesh. By construction, a
leaf of a support tree is grounded if and only if the corresponding mesh node is grounded. Since the coefficient matrix
A is assumed to be non-singular, at least one noderfist be grounded; hence, at least one leaf nodei®f
grounded. By constructiof,is Laplacian. Thereford, is non-singular.

It is interesting to note that, in Chapter 3, we came to the same result about how to augment the residual vectors by a
completely different route, and also concluded that the values in yemtoid be ignored.

4.4 Generalized Eigenvalues and Support Numbers

To begin this section, recall from Chapter 2 thét aneigenvalueof a matrixA if there exists a vectorsuch thatAx
= Ax. We denote the set of eigenvalue\ddy A(A).

Further recall from Chapter 2 thais ageneralized eigenvalu®f the ordered pair of matrices,B) if there exists a
vectorx such thalAx = ABx. We denote the set of generalized eigenvalue&,B8j by A(A,B). Note that\(A) = A(A,l),
wherel is the identity matrix. There existgeneralized eigenvalues if and only if the maBie non-singular. 1B is
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singular, there may be fewer thamrigenvalues — this is the case wher# 0, butBx = 0. In addition, there may be
an infinite number of eigenvaluesAifandB have a common null space — that is, there existech thatAx = 0 =Bx
[Golub and VanLoan (1989)].

When there exists a vectoand a uniqué such thalAx = ABx, we will callA afinite generalized eigenvaluk what
follows, we will be concerned with only finite generalized eigenvalues. In application, the preconditiiticbe
non-singular, and only finite generalized eigenvalues will exist. For simplicity of exposition, we make the following
definition:

4.3 Definition: A is a finite generalized eigenvalue of the ordered pair of mat(&d) if there exists a vector
x such that & = ABx, and A is uniqgue We denote the collection of finite generalized eigenvalues by
A(AB).

The primary tool that we will use for bounding finite generalized eigenvalues &uggort LemmaThis lemma
appears in a slightly different form as Corollary 2.1 in Axelsson (1992).

4.4 Lemma(Support Lemma)Suppose that A and B are Laplacian matricex.[IfA(A,B) is a finite general-
ized eigenvalue, arB-A is positive semi-definite, th&re 1.

proof.
First, assume that both and B are non-singular and hence positive definite. Suppose the
lemma is false and there exiat§] A(A,B) such thak > 1. Lety be an eigenvector correspond-
ing toA. Then
y'(AB-A)y = 0

Now A > 1, so there is an > 0 such thah—€ = 1. This yields

y[1B-Aly = y[(\-¢)B-Aly

t t
y (AB-A)y—ey By

which must be less than zero, since the first term is zerB engositive definite. This contra-
dicts the assumption oB-A positive semi-definite. Therefore, we must hawert.

Now, if eitherA or B is singular, we simply note that apgorresponding tad 0 A(A,B), where
A\ is a finite generalized eigenvalue, may not lie in the null spaBe ldénce the terray'By
above is always positive, and the result follows.

]

Based on the Support Lemma, we define the concequtppfortof one matrix for another.

4.5 Definition: The supporto = a(A,B), of matrix B for A is the greatest lower bound overaétisfying the
Support Lemma. That ig,= lim inf{t: TB-A is positive semi-definite}.

Note that the support number of an ordered pair of matr&8} i§ an upper bound on the largest finite generalized
eigenvalue ofA,B). That is, ifA O A(A,B), thenA < 0(A,B). ThereforeAa(A) =Ama{Al) < o(Al).

The concept of support has a physical meaning in terms of resistive networks. Consider the networks corresponding
to matricesA andB. o(A,B) is the gain factor that must be appliedBtm guarantee that, for a given set of voltages, at
least as much current flowsas inA. This concept is made clearer in the next lemma.
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4.6 Lemma Let A be a Laplacian matrix corresponding to the graph G g,B¢), consisting of a single sim-
ple cycle on n nodes, with edge weights given;pylet H= (Vy,Ey) be the graph corresponding to G,
but missing edge e(i,j), and let B be the matrix corresponding to H.d(eB) < {, where

¢ = By 0 wlkE” (4.13)

In particular, if G is a unit weight graph (that is]-wv: 1,0k O {1...n}), thena(A,B) < n.
proof.

Assume without loss of generality that the cycle containdes which are numbered in order
around the cycle, and that the deleted edge is betweenmaddsl.

Let g, |<j be the vector with a 1 in position-1 in positionj, and 0 elsewhere. Thég =
Wij € e, is the conductance matrix corresponding to a network with a single resistive connec-
tion between node i and noplef conductancev;. We callg; (—:-,J a primitive matrix.

The matrix of any ungrounded resistive network can be formed as the weighted sum of primi-
tive matrices. Hence,

-t O
52 i +180) +;|_e i +1E+ W1 n€1, nel n (4.14)
and
n-1
D> Whi418 +1€% i1 (4.15)
i=1

We need to find such thattB-A is positive semi-definite. By substituting (4.14) and (4.15)
into TB— A, then expanding and rearranging terms, we get

-1
[l
B-A=(T-1OY W ;1€ +16%i+10-Wy 18 n€l (4.16)
0= O
Now, it is easy to see that
€n= €tegt ... te 4, (4.17)

Substituting (4.17) into (4.16) yields

n-1 n—1|j1—1 0
1B-A= (r—l)ZW||+1e||+1e|,+1 WanDZ e||+le”+1D (4.18)
i=1 i=17=1
Setting (1-1) = w, O gm v-vl— , then expanding and rearranging terms:
ok T H YK

n-2—n-1
- u t t t Wii+1 t
B—A - Wl,n z D 2 W - eI’I +1e|’|+1—e|,|+1ej’1 +1—eJ’J +le|’| +1+W.- eJ’J +leJ’J +1 (419)
i:lq:i+l i+l ii+1

Wii+1

But the innermost sums are easily recognized as outer products, so (4.19) reduces to:
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W, I |w; - W. ﬂ[
B-A=w / Litle - [hlte Mt e - (St e OF  (4.20)
1”;1 _|z+1 +1 i Wii+1 it Wi i+ bl Wii+1 bi*iEE

Each of the terms on the right hand side above is an outer product, and hence is positive semi-
definite. Therefore, the entire right hand side is positive semi-definite and by Lemma 3.1 we
have the desired result.

Finally, for a cycle with unit edges, substitute; = 1, 1 < ij < n into

(t-1) = w; 0O L and we gett-1) =n-1,ort=n
ok WYk

Physics texts and texts on circuit theory generally discuss the rules that are used to reduce circuit complexity by com-
bining multiple circuit elements into a single element. It is useful at this point to review some of these rules. In partic-
ular, the two rules which we shall employ deal with resistive (conductive) elements of the same type connected either
in parallel or in series.

When two resistors of resistanggsandr, are connected in series, they may be replaced by a single resistor of resis-
tancer, where

r=rq+r, (4.21)

This law can be phrased in terms of conductors. Using the fact that conductance is the reciprocal of resistance, we
have that two conductors of conductanceandc, connected in series may be replace by a single conductor of con-
ductancec, where

Cl + Cl (4.22)
1 2

1_
c
When resistors are connected in parallel, then the formulas above hold with the roles of resistance and conductance

reversed. That is, two resistors of resistamgesdr, in parallel can be combined into a single resistor of resistance
r, where

1_1.1 (4.23)
rryr,
And two conductors of conductanagsandc, connected in parallel can be combined into a single conductor of con-
ductance, where

C=10¢+Cy (4.24)
Figure 4.6 illustrates the rules for circuit reduction.

Since we have demonstrated that Laplacian matrices and resistive networks are isomorphic, it should come as no sur-
prise that there exist matrix operations which correspond to the rules for circuit reduction.

The rule for combining parallel conductors corresponds to matrix addition, and yields the important property of lin-
earity for the networks that we are dealing withA i Aq + A, then for every vector, Ax = Ajx + Aox. Similarly, if

we have two networks defined over the same set of nodes, and with corresponding Bya#ckeB,, then we can
short together corresponding nodes of the two networks to form a combined network withBhraix+ B,. An
example is shown in Figure 4.7.
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a) ry ro _ r=rqy+ro,
T =1k =1k 1/c = 1k, + 1k,
N
1 =1k + 1k
b) _ 1 2
C=CL+0C
Co = 1/r2
Figure 4.6: Rules for circuit reduction.
a) resistors/conductors in series
b) resistors/conductors in parallel
1 1 1
1 1
1 + 1 1 - 1 1 = 1 2 1
1
1 1 1
3-1-1- 1 0 0- 4 -1 -1(-1-) 4 -1 -1 -
-1 10 4 0101y -1 2 0 41 1 2 0=
-1 0 1 0 0 1-14 ~ -1 0 2 4 T |1 0 2=
-1 00 -1 -1-1 (-1-1) 1 -1 4 2 -1 -1

Figure 4.7: The linearity of resistive networks.
The top of the figure illustrates combining resistive networks to form a single network.
The bottom figure illustrates the operation with the matrices corresponding to the networks.

The rule for combining conductors in series corresponds to a single step of Gaussian elimination in which only a sin-
gle row/column (a single node) is reduced. Consider the example in Figure 4.8, where we have replaced the series
rule for conductors by the equivaleat= c,c,/(c; +¢,) . and ordered the nodes for convenient elimination. In Fig-
ure 4.8a, a simple path on 3 points is illustrated, along with its corresponding Laplacian matrix. To elinihate

central node, the off-diagonals in row and column 1 of the Laplacian must be eliminated. EliminA{ipyip&nd

A(1,2) is performed by addingi; times rowl to row2, andx; times column 1 to column 2, where

a, = ¢y/(cq +¢,) . This adds fill of—c,c,/(cq +¢,) to entries(2,3) andA(3,2), and subtract:;%/(c1 +C,)

from entryA(2,2), yieldingA;(2,2) = ¢,c,/(cy +Cy) . A similar analysis shows that the second step of Gaussian
elimination changes onl§,(3,3), yieldingAy(3,3) = ¢,¢,/(c, +C,) . From Figure 4.8c, the 2x2 block at the lower

right of A, is easily recognized as the Laplacian matrix corresponding to a network with two nodes and a single con-
necting edge of conductanegc,/(c; + C,)

Gaussian elimination also explains the more gerstaaldeltatransformation of circuit theory [Bollabas (1979)]. In

fact, the reduction of conductors in series is simply the star-delta transformation with only two input conductors. Fig-
ure 4.9 illustrates the star-delta transformation with three input conductors; the configurations of the input and output
networks for this case are the star and delta for which the transformation was named.

Figure 4.9 suggests a formula for determining the conductance of any wire obtained through star-delta transforma-
tion. Letvy be the central node with neighbaxs... v, in a star configuration. Let be the conductance of the wire

connectingvg to v;. Reduction ofj will connect all the other nodes. Examination of the figure suggests;thae
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Figure 4.8: Gaussian elimination and circuit reduction.
a) Laplacian matrix corresponding to the path on three points shown
b) First step in reducing graph/matrix froen

¢) Second step in reducing graph/matrix fram

d) Laplacian matrix corresponding to the path on two points shown.

conductance of the wire connectiggo v;, is given by

ij

G [tj

;Ck
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(4.25)

That is, the conductance of the wire connectin v; upon reduction ofy is given by the product of the conduc-
tances of the wires from tov; andy;, divided by the sum of the conductances of all the wires connectiggThis
formula is easily proved by performing Gaussian eliminatiomyomhis formula is useful because it allows us to eas-
ily determine conductances resulting from circuit reduction.

Resistive networks and linearity provide a clear physical intuition for Lemma 4.6 above. Consider supporting a cycle
on n nodes with edges of unit weight by a simple patim ondes, also with edges of unit weight. Figure 4.10 illus-
trates the example. The cycle contains two paths fromwadenodev,: a path of length 1 and conductance 1, and a
path of lengthn-1 and conductance /(). The total conductance in the cycle from to v, is therefore
1+1/(n-1) = n/(n-1) . The total conductance in the path frepto v,, is 1/(-1). Therefore, for the path to
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support the cycle, the conductance of the path must be increased by a fact®hisfmultiplication factor corre-
sponds to the support number.

V2
a)
—C3 0 ¢ O Vi
C.
—C, 0 0 ¢ Cq 3
V:

Vg4 3
Cr+Ca+Cy 0 0 0
0 C,Cq+ CyCy C,Cq C,Cy Lo e
C+C3+Cq Cr+C3+C, Cp+Cy+Cy m 23
CZ C3 C4 CZ + C3 + C4
b) 0 C,Cq C,C3+C3Cy C3Cy
C,+C3+Cy C+Ca+C, Cy+tCy+Cy
0 C,Cy C3Cy CoCy+ C3Cy Vg C3Cy V3
i Co+Ca#+Cyq CatC3+Cy CoHC3+Cy Co+C3+Cy

Figure 4.9: Gaussian elimination and the star-delta transformation.
a) Laplacian matrix and corresponding graph
b) Matrix after Gaussian elimination of row/column 1, and corresponding graph.

C, = 1/(n-1)
a) D c=n/(n-1)
Vl VI’]
C =
Vao Vi-1 c=1/(-1)
c=1/(-1)
b) | A e— T
Vi Vi

Vl Vn

Figure 4.10: Support numbers and conductances.
a) In a simple cycle, the effective conductance fromo v, is n/(n-1)
b) In a simple path, the effective conductance frenow, is 1/(n-1)
For the path to support the cycle, its conductance must be increased by a factor of n.
This gain factor is equivalent to the support number.
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We can compute the support number of any ordered pair of mati@swhereA andB are Laplacian matrices, by
applying the physical intuition above. Consider breaking o pieceA+Ay+...+A, in such a way that the pieces

are particularly simple in structure. Next we breakBuipto corresponding piecds;,...,B,, splitting conductors if
necessary, so tha BupportsA;,. The following lemma shows how to analyze the support numbers of the pieces to
determine the overall support number.

4.7 Lemma Let A and B be Laplacian matrices corresponding to resistive networks G and H such that H is a
subnetwork of G. L€tG4, G,,..., G} be any partitioning of G such that€) G;, and let{ A1, Ay,...,.A}
be the matrices corresponding to the Get{H,, H,,..., H,} be a corresponding partitioning of H, with
associated matricedB4,B,,...,By}. Thena(A,B) < max o(A;,B;)}.

proof.

We want to find the minimum such that1B-A) is positive semi-definite. Equivalently, this
means finding the minimumsuch that for any vector# 0, we have the following inequali-
ties:

xt(TB—A)xzo
Xt(T(Bl+ ot B)—(Aj+ . +A))X20

xt(rBl—Al)x +...+ xt(er—Am)x 20

Clearly, if we can find any such thatxt(r B;—A;)x=0 for alk andi, then Xt(TB - A)x=0
for all x, and soo(A, B) <t . Therefores(A,B) < max o(A;,B):i =1,...m}.

The lemmas and examples of this section provide some physical intuition for the concept of support. The key in
boundingA,5(A,B) is to determine & such thattB-A is positive semi-definite. The method which we have elabo-
rated shows that may be considered to be the minimum number of copi&tbét are necessary to replace each
conductor (edge) ok by a path of conductors BL We determine the number of copies needed by partitioning B so
that every edge of A is supported by the edges in a single partition of B (although several edges of A may be sup-
ported by a single partition of B), and finding the partition with the greatest support requirement.

To see how to apply this general combinatorial procedure for bounding generalized eigenvalues, consider bounding
the maximum finite generalized eigenvalyg,(A,B) for the matrices/networks shown in Figure 4.11. The netBork

can be partitioned into three pieces as shown, one supporting the edgascofnmon withB, and one each for the

edges ofA not inB. In the first partition, each edge Bf supports the corresponding edgedef The minimum sup-

port is for the diagonal edge: the wire with conductance 1/3 must be multiplied by a gain factor of 6 in order to sup-
port the corresponding wire of conductance 2. Heni@®,,B;) < 6. In each of the next two partitions, a single wire of
conductance 1 must be supported by a path of length 2 with conductances of 1/3 and 1/2. The total conductance of the
path is 1/5, so a gain factor of 5 is required for the path to support the edge. For eachipaiiid) < 6, so by the

lemma aboveg(A,B) < 6. By the Support Lemma,,o(A,B) < (A,B) < 6. In fact, using Matlab [Mathworks, Inc.

(1992)], we obtainedl,,(A,B) = 4.7321.

It is useful to assign some terminology to associate with our combinatorial procedure for bounding generalized eigen-
values. Let the edges Bibe calledsupport edgesThen the edges i aresupported edges$-or each partition, we

can compute the total conductance of the edgéstimat are supported, at least in parteliy B;. For edges, we call

the ratio of total supported conductance to support conductancerthestiorof e in partitioni of the support map-

ping, and denote it by,(A,B). Similarly, if f is an edge i, thenf is supported by a path By that is, the current

flowing throughf is routed via some path B We call the length of the support path thlation of f in the support
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1/2 . 1/2
B, =12 \U3 B, = 1 13 B, = 1/3
O(AB)) < 6 0(A,By) < 5 o(AgBy< 5

4.7321 = Apax(A,B) < a(A,B) < max{o(A;,B))} = 6

Figure 4.11:Partitioning matrices/networks for eigenvalue analysist the top of the
figure, networks A and B are illustrated. An upper bound fg(A,B) is obtained by
partitioning A and B and determining the support number of the partitions.

mapping, and denote it Id¢(A,B). Note that congestion and dilation as used here are generalizations of the notions of
congestion and dilation of graph embeddings (see the review in Chapter 2). For any support mappBgtioé (

support number is bounded above by the maximum product of dilation and congestion, where dilation is determined
for each edge iA, and congestion is determined over all the edgBssimpporting the given edge A That is,

o(A, B)=max{d;(A, B) Oy,(A B):f O EAi’ el EBi Ce supportsf} . (4.26)

For example, consider again the two networks in Figure 4.11. The dilation for each of the édgsdpince each

edge is supported by a single edg&pfThe congestion for the horizontal edgdeis 2, as is the congestion for the

vertical edge. The congestion for the diagonal edd® af 6. The maximum product of congestion times dilation in
partition 1 is thereforemax{ 201 21, 6 (11} = 6 . Similarly, the dilations for the edgeAjimndAz are both 2,

since both edges are routed over paths of length 2. The maximum congestion along either support path is 3, so the
support numbers for partitions 2 and 3 are both 6. The support number obtained using the maximum product of con-
gestion times dilation is 6, as was obtained when path conductances were computed, but the bounds for partitions 2
and 3 were not as tight. The congestion times dilation approach is, in general, simpler, but not as accurate as comput-
ing exact path conductances.

4.5 Condition Number Bounds for Support Trees: Preliminary Lemmas

The PCG method for coefficient matrik and preconditioneB is known to have a convergence rate of

O(/K(B™A)), where the condition number BF!A, k(B1A), is given by k(B—LA) = AmaBLA)/ A (BLA)
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(see Theorem 2.12 and the discussion of PCG in §2.4.2.3).

If AOA(B1A), then B1Ax = Ax for some vectox. By multiplying both sides byB, this implies that
Ax = ABx. That is,A is a finite generalized eigenvalue of the ordered pair of matd¢Bs Hence, bounding the

condition number of a preconditioned system involves bounding generalized eigenvalues. The lemma below shows
how to use the technology developed in the previous subsection to bound the condition humber of a preconditioned
system, which we will refer to as tgeneralized condition number

4.8 Lemma:Let A and B be non-singular Laplacian matrices, and suppose that B is a preconditioner for A.

Then,
K(B-1A) < o(A, B) (B, A)
proof
K(BLA) = A, (B2A)/A . (BLA)

= Al A B)/A (A B)
= (A B) DA (B, A)
<o(A B) (B, A)

.

In Chapter 3, we addressed the problem of using a support tree Tnasrix preconditioner for a matéx The diffi-
culty for application purposes was the difference in size betWegdA. We proved that Gaussian elimination could
be applied to the problem to yield an equivalent preconditidrier A that was the same sizeAasHowever, we did
not useK, but rather showed how to use the more computationally effi€ibptadding and then deleting variables.
We now need to show how to analyze the condition number that results from precondiianihd, which means
that once again we have to find a way to deal with the difference in sizes.

4.9 Lemmalet A and B be Laplacian matrices. Let G be a matrix representing 1 or more reduction steps of
Gaussian elimination. Thex(A,B) = A\(GAG,GBG).

proof.
LetA O A(A,B), andx a corresponding generalized eigenvector. Then
Ax = ABX
G [OAx = G[ABx
GAx = AGBXx

FurthermoreG is non-singular, so there existsuch thaG'y = x. Making this substitution
yields

GAGYy = AGBGly
So A UA(GAG, GBG) .

SinceG is non-singular, we can perform the same sequence of operations in reverse for any
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ADOA(GAG, GBG) to show thah 0 A(A,B), which proves the lemma.

Lemma 4.9 allows us to apply Gaussian elimination in our analysis without fear of changing the generalized eigenval-
ues. From a physical standpoint, this was expected — since Gaussian elimination is equivalent to circuit reduction, it
is natural to reduce the complexity of circuits before attempting to analyze them. However, we still haven’t dealt
explicitly with the fact that the coefficient matrix and the support tree matrix are different in size. The following
lemma is useful for this.

4.10 Lemma Let A be an nxn non-singular Laplacian matrix, and let T be the mxm matrix of a support tree for
A, ordered consistently with A. LAt  be the mxm matrix which contains A in the first diagonal nxn block,

and is zero elsewhere. LBt  be obtained from T by Gaussian elimination of the internal nodes of the sup-
port tree with diagonal blocks K ang,Svhere K is nxn and corresponds to the nodes of A. Then,

i AMAT) =MAT)

ii A =0isin )_\(A, T) with multiplicity mn
i {NOMA T):A20} = A(A K)

proof.

We assume that the nodesfofwhich are the leaves @f are orderedy,... v, so that any node
v; with j >n is an internal node of the support tree.

To provei), let G be the matrix that implements Gaussian elimination of the internal nodes of
T. Gaussian elimination of the internal nodes adds multiples of the rows and caltiinns
throughm to other rows and columns. Since rows/colums throughm are identically zero

in A, we have

sAGt = G|A 0t = A0 = A
00 00

And, by Lemma 4.9,
MAT) = MGAG,GTG) = AMAT)
To proveii), lety; be the fn-n)-vector that has a 1 in positiond is zero elsewhere. Lete

them-vector given byz, = [ot, yit]t z has a 1 in position+i, and is zero elsewhere. Then, for

i0{1,..,m-n} Az = {A 0} H = 0,and\Tz = 0, soA OA(A T) with multiplicity
00

mn.

To proveiii ), we have froni) andii) thatA = 0 is a generalized eigenvalue &f (T , ) with mul-
tiplicity m-n. Furthermore, as ii), them-vectorsz are eigenvectors correspondinghte 0.
SinceA is symmetric anl  is symmetric and non-singular, thera arthogonal generalized
eigenvectors ofA T ). The vectozscomprisem-n of the orthogonal generalized eigenvec-
tors, so the remaining must have the fornr = [x{, 0']' , witAv =ATv for some\ O A(A,

T). But then we have
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=[5l -3
oy ] -

Therefore, we must havexA= AKX, soA O A(A, K).

and

4.11 Corollary: Let A be a non-singular Laplacian and T the matrix of a support tree constructed forZX\. Let
T, and K be as defined in Lem#aQ Then K(K1A) = G(A, T) (K, A) .

proof.

From Lemma 4.8 k(K—1A) < o(A, K) [b(K, A)

From Lemma 4.1 A K) = Amasl A, T) = Ama(A,T), S0G(AK) = 6(A,T)
| |

Lemma 4.10 and Corollary 4.11 accurately reflect our physical intuition that equivalent circuits should have equiva-
lent effects. That is, the tree and the reduced tree have equivalent effects on the original network. We can now use the
network obtained from the support tree by circuit reduction operations to analyze the effects of the support tree.

4.6 Condition Numbers for Regular Meshes

In this section, we prove condition number bounds for regular mestieirirensions. The meshes are assumed to be
d-dimensional cubes with nodes on a side, whene= 2. Each mesh can be embedded in the drdiimensional

cube with nodes located at all points given B (i5A,...jgd), whereA = 1/(n-1). Each node is connected to all

other nodesv for which the distance betwegrandw is equal taA. Thus, ford=1, we have a unit weight path, for

d=2 a square mesh, fdr3 a cubic mesh, and so on. We further assume that all edges have unit weight. The proof
technigues demonstrated in these sections hold for regular meshes with non-unit weights, as long as the difference
between maximum and minimum edge weights is bounded by a constant.

We assume that all support trees are constructed using recursive coordinate partitioning. Therefore, at each step, the
current subgraph is partitioned intd gieces by coordinate bisection with respect to each coordinate axisnSince

2k, the support trees are all reguldrey trees of uniform depth leg. All edges are weighted by the total weight of

the edges on the boundary of the induced subgraph.

To simplify the presentation, we will cease to distinguish between a matrix and its corresponding graph. Therefore,
the coefficient matriA will correspond to the megh= (V5,En). The support tree matrik will correspond to a sup-

port treeT = (V1,E7). A will denote thenxm matrix which containg in the first diagonatxn block, and is zero else-
where.T will denote the matrix obtained frolrby Gaussian elimination of the internal nodes of the support tree
with diagonal block« andS;, whereK is nxn and corresponds to the nodesfofVe will refer to K as theeduced

tree

The basic proof techniqgue demonstrated here is straightforward and based directly on the results from the previous
section. We have, from Lemmas 4.9 and 4.10, that the effect of the tree on the mesh is the same as the effect of the
reduced tre& on the mesh. Furthermore, from Corollary 4. X{K—1A) = o(A T) [b(K, A) _ . Therefore, we will

prove a bound on the condition number by first embedding the mesh in the tree and detelfAifiindhen embed-

ding the reduced tree in the mesh and determio{KgA).
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In the proofs which follow, we only consider the support of edges between nodes of the mesh, and do not examine the
support of the ground connections. Recall, however, that by construction, the support tree leaves have the same
ground connections as the mesh. Therefore, the support of the ground connections is unity.

4.6.1 Regular meshes in 1D

In this section, we assume that the mesh corresponding to the coefficientAnataxpath om points with unit
weight edgesA might be the matrix from a finite difference discretization of the Dirichlet problem in the unit inter-
val, for example. For this example, we obta{K*A) = O(nlogn) . While this is a simple example, it will serve to
illustrate the flavor of the proofs to follow. Figure 4.12 illustrates the mesh and tree &r

Vi Vo V3 Vg Vg Vg V7 Vg

Figure 4.12: Support tree for a 1D mesh.
The 1D mesh is at the bottom of the figure — a simple path on 8 points with unit edges. The support:
with unit edges is illustrated above the mesh. The leaves of the tree correspond to the nodes of the n

In Chapter 3, we constructed support trees with edges weighted by the size of the frontier of the induced subgraph. In
this section, such a support tree would have most of the edges of weight 2, instead of 1. This difference does not affect
the asymptotic size of the condition number and simply complicates the analysis.

We are setting up the following methodology. First, to comp(#eT), we route all the wires ok along paths if.

This is fairly easy to do because of the Wag constructed. Next, to compui€T,A), we need to reducBto K, and

route all the wires oK throughA and find the maximum support number; this gives#sA), which, by Lemma

4.10, is an upper bound ag,,(T, A). To do this, we need an upper bound on the conductance values of the wires in
K, which requires some analysis of the circuit reduction procedure.

Recall from 8§4.4 that, for grapisandB of compatible sizes, and given a mappind\afto B, y,(A,B) denotes the
congestion of edge Vg, andd{(A,B) denotes the dilation of ed§é&l V. We further define

Y(A,B) = max{y«(A,B) : e Vg}, and
O(A,B) = max{&(A,B): f O Vp}.
From section 4.4 we have that (A, B) = max{ y.(A, B) [B¢(A, B)} <Yy(A B) [B(A, B)

4.12 Lemma Let A be the Laplacian matrix of a 1d mesh with n vertices, and let T be the Laplacian matrix of
the support tree with unit edges constructed for the mesh.dl(tz\efﬁ) =O(logn).

proof.

LetV = {vy,...v} be the nodes oA, and assume that they are ordered from left to right. Since
the only edges oA are edgesfofwe only need to mafinto T.
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Any edge inT must support at most two edgesfofTo see this, consider any nogef T. v
implicitly defines a subgraph @&f consisting of all the leaf nodes that hayas an ancestor;
call this subgraph. A; has at most two boundary edges, so the edgertonits parent must
support at most two edges (since edges internd} do not have to be mapped through the
ancestor toy). But, the edges of are weighted by the number of boundary edges in the
induced subgraphs & Therefore, we can partition each edg# into pieces of unit weight,
each of which supports exactly one edgéoHence, the maximum congestionTins 1, so

YAT) =1

The maximum dilation for any edge Mclearly comes from the edge that must be mapped
through the root of. The length of this path is 2lgg sod(A,T) = 2logn.

Therefore,o(A, T) <y(A, T) (B(A, T) = 1[Rlog,n = O(logn).
| |

In order to boun(dr(T,A), we will computes(K,A). To simplify this computation, we will consider sets of edgds of
that all have the same conductance. We will then partitisn that each set of edges is supported by a separate parti-
tion. From Lemma 4.7, the maximum support number over all the partitions is an upper bagkd\pn

4.13 Lemma Let T be a balanced binary tree with unit weight edges, n leaves, and heightllegK be the
reduction of T to its leaves. Then the edges of K can be classified prics&ig such that all the edges in
a set have the same conductance.

proof.

Since circuit reduction is equivalent to Gaussian elimination, the order in which nodes are
reduced does not affect the final conductances. Consider reducing the tree from the root to the
leaves one level at a time. Each reduction combines all pairs of input edges and creates a single
edge for each pair. The output conductance is given by the product of the input conductances
divided by the sum of the input conductances. Since we are reducing from the root down, every
node has two edges of conductance 1, so the total conductance at an internal node is at least 2.
Therefore, since all conductances are less than or equal to 1, the output conductance of a wire
can be no greater than 1/2 times the smallest of the two input conductances.

We can state this observation another way.lLandl, be two leaves of the tree. Then, after
reduction of all the internal nodes of the tree, the conductance betyeed |, will be
bounded above by 172 wherem is the number of internal nodes on the path joihjrtg |, in
the original tree.

The root of the tre& divides the original grapA into two subgraph8g andA;. The conduc-
tances inK between nodes df; andA; will all be the same, sincE is perfectly balanced.
Moreover, the conductances will be bounded above tf)b"ilﬂvhereh is the height of.

Now, consider all the internal nodgs,... vy, at levell of T, where the root is at level 0, amd

=2 Eachy defines a subtree containing two disjoint subgraphs. As above, the conductances
in K of all the wires between nodes in different subgraphs will be the same, and these conduc-
tances will be bounded above by 4#2)-1,

Therefore, each set of internal nodes of the same height define a set of édgest @l have
the same conductances. There argrialifferent heights, and the conductances are a function
of the height of the subtrees.
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4.14 Lemma Let A and T be as defined above. Th(e‘hA) = O(n)l.

proof.

We reduceTl to K and compute(K,A). By Lemma 4.100(T,A) =o(K,A).
Leth = logn. Let the root off be at level 0, and the leaves at Idvel

Using the results of the previous lemma, we partitionto subgraphs such that each subgraph
contains edges of roughly the same conductance. The edge weiflteiall either 1 or 2. By
assuming all edge weights are 2, we increase the total conductan@dfmake harder to
support. We therefore assume that all the edg&sne of weight 2; by computing the support
number with uniform edge weights, we obtain an upper bound on the actual support number.
LetK;, i = 1,...h denote the subgraph made up of edges that cross subtree rootsiathevel
edges ofK; have conductances bounded above by®/bl. We must therefore partitiod
similarly. LetAg, Aq,... A, be partitions oA constructed by splitting the edgesfoduch that all

the edges ofy, i > 0, have weight 1J2That isA =1/ 2 A Ag contains the remaining con-
ductance and will not be used further. Figure 4.13 illustrates the partitioning of K for the mesh
and tree of Figure 4.12.

The mapping oK; into A is the obvious one. Embég in a line so that the nodes are ordered
linearly from left to right. Embed; with the same ordering. Then an edge&lpfs mapped
along the simple path iy that joins its endpoints.

Consider supporting the edgeshy the edges o%. There are/2'  nodes in each subgraph

with a common ancestor at leveh T. (Equivalently, every internal node ®fat leveli is the

root of a subtree with/2'  leaves and defines a subgraigjwvath n/ 2 nodes.) There is one

edge between every node in one subgraph to every node in the opposite subgraph of a pair;
sincen = 2, the total edge count per pair is

n2/22i - 22(h—i) (4.27)

A single edge of\; only supports those edgeskgfwhich connect nodes that have a common
ancestor at levelin the tree. Therefore,

2(h—i)

YK, A) = 2 (4.28)
A is simply a linear path. So, by the constructio,othe edges oK; have a dilation that is
one less than the number of nodes in a connected subgraph. Therefore,
i h—i+1
oK, A) =2(n/2) =2 (4.29)

Now, o(A, B) = y(A, B) B(A, B) when the edges & andB are of unit conductance. In
our case we must multiply the right hand side by the maximum conductance of the e&lges in
to determine the maximum conductance that must be support&dSimilarly, the left hand

side must therefore be multiplied by the minimum conductan& irherefore, the formula

for the case of non-unit conductances is

1. In reading a preliminary version of this work, Dr. John Rief of Duke University found an error in the calculations and reduced the
asymptotic bound t@®(n) instead ofO(nlogn).



73

b)

c)

Figure 4.13:Partitioning of the reduced support tree.
a) Mesh and support tree. The subtrees rooted at level 1 induce subgraphs of the mesh.
b) Gaussian elimination of the subtrees yield complete graphs on the leaves.
c¢) K, consists of only the edges between nodes on opposite sides of the subtree root.

Y(A, B) [B(A, B) [k, ,,(A)

I(min(B)
Applying (4.30) forA = K; andB = A , we obtain
2(h—i h—i+1mp-2(h-i) +2
o(K, A) = 20NN RO T2 o, (4.31)

1/2

This expression on the right of (4.31) is independenf 86 all the partitions have the same
support. Therefore,

o(K,A) = 2h+2 = 4n = O(n) (4.32)

We now have a complete bound on the condition number.
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4.15 Theorem For Aand T as defineak(T—lA) = O(nlogn) .

proof.

From Lemma 4.12, we ha\az(A,T) = O(logn). From Lemma 4.14, we ha‘a(T,A) = 0O(n).
Applying Lemma 4.8 yields the result.

4.6.2 Regular meshes id dimensions @>1)

Let A correspond to a cube thdimensions, witm=2" nodes on a side. ThecontainsN = nd = 24" total nodes.
Assume that the edges Afhave unit weight. The treBis constructed by recursive coordinate bisection, and each
edge of T is weighted by the number of edges in the frontier of the subgraph of A induced by the edge ($ag 8§3.2).
h =logyn in height, and each internal node hdstgildren. The root of is at level 0, and the leaves are at lévaNe

will show in this section that the condition number obtained by usea preconditioner fa&k is O(dznlog n)

First, we show thadr(A,D, the support of for A, isO(logn).

4.16 Lemma Let A and T be as defined above. The&,'l’) =O(logn).
proof.

Any edge inT must support all the boundary edges of the induced subgrd@pibé edges of

T are weighted by the number of boundary edges in the induced subgrépfsefefore, we

can partition each edge Tninto pieces of unit weight, each of which supports exactly one edge
of A. Hence, the maximum congestionTims 1, soy(A,T) = 1.

The maximum dilation for any edge A clearly comes from an edge that must be mapped
through the root of. The length of this path is 2lgg sod(A,T) = 2logn.

Therefore,o(A, T) <y(A, T) (8(A, T) = 1[R2log,n = O(logn).
|

Let K be the complete graph formed by reducing the internal nodes\ait we show thati(K,A), the support oA

for the reduced trel, isO(n). As in the case fat=1, we compute(K,A) by mapping sets of edgeskinto uniform
partitions of A. The sets of edges &f are all those with subtree roots at the same level, and define subgraphs
Ko.---Kp- Kj is the subgraph df that contains only the edges between nodes in different components resulting from
theith partitioning step. Hence, éfis an edge if; connecting nodes andy, then inT the highest internal node on

the only path betweemandv is at leveli. K; consists of 9 components, each of which is %tphrtite graph.

To compute the support number, it is necessary to have an upper bound on the conductance &f;edgeshe an

internal node oT at leveli. Thenv has £ children, but not all the children have the same boundary size, so the con-
necting edges have different weights. By assuming each edge has the weight of the maximum edgeaditttevel

edges irK; will have the same upper bound. Moreover, the conductari€evdf only increase, making< harder to

support. Therefore, the support number resulting from this assumption will be an upper bound on the true support
number. We formalize this approach and determine the support number in the lemma below.
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4.17 Lemma Let A, T, and K be as defined above. ThéK, A) = O(d’n).
proof.

We prove this by performing conductance experiments. Let the subdfaffesas defined
above. We will show a support mapping such that the support folkgaslindependent at
Consider a subtree dfrooted at node at leveli-1. Then,u has 2 children. Each of the chil-
dren ofu is a node at levél Each node at leveéldefines an induced subgraphfefwhich is a
cube characterized by the following parameters:

* the length of an edge is

e =n/2 (4.33)

* the size of aface is

_ jd-1
fo=et=(ns2) (4.34)

« the size of the boundary is

j.d-1
B,<2df, = 2d(n/2) (4.35)

* the number of nodes in the subgraph is

_d_ i\d
n=¢ =(n/2) (4.36)
e since the tree is boundary weighted, each edge betweenl a child ofu has
weight 2d f, , since this is the maximum size of the frontier of any subgraph of

induced by a subtree d@frooted at level.

Now we perform our electrical experiment. Apply the same voltage to every leaf node of every
subtree rooted at a child ofand let the other nodes in the tree be harmonic. Then the edges of
each subtree can be combined from leaves to root so that the net effect of applying the same
voltage to the leaves can be summed up as applying that voltage to a single conductor con-
nected tau.

Figure 4.14 illustrates the electrical experiment for a binary tree. Leaf hodedl, have a
common parent; and are each connectedvjdby an edge of weiglfl,. If the voltage applied
tol, andl, is identical, then the effect is the same asg Were connected to a single ndggof
the same voltage with a conductor of conductarite/2is connected to its parem by an
edge with conductandg,, We now reduce so that;, is connected twv; by a single edge of

By 2B, . . . . . .
conductanceB,,’ = [3W+—2[3\£ , in accordance with the circuit reduction rules discussed in
w \"

§4.4.

The edge weights i reduce geometrically, so in the electrical experiment above, each subtree
rooted at levei reduces to a single node connecteditoy a conductor with conductance
bounded above bgdf, . (Doyle and Snell (1984) use this procedure to show that an infinite
binary tree of unit resistors has a total root-to-leaf resistance of 1/2, or a total conductance of
2.)
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Figure 4.14:Reduction of a tree when leaves have the same voltage.
A tree can be recursively reduced to a single edge when all leaves have the same voltage.

Thus, u effectively has 9 children, each connected toby a conductor of conductance
g,<4df,. We are now interested in the effective conductance between each of these children

of u. An upper bound on this conductance can be obtained by redyaitgle ignoring the
connection between and its parent (this connection can only decrease the effective conduc-
tance). Ley; denote this upper bound, thgrcan be computed as in (4.37), below.

4df adf,  4df,
g = — = — (4.37)
mudf, 2

Now, each edge of conductargeepresents the total conductance in all the edges in the bipar-
tite subgraph oK; that joins all the leaf nodes in twg of the subtrees rooted at childreatof
leveli-1 in T. Each such bipartite subgraph contamis identical edges. Each of these edges
has conductandg given by (4.38).

@df,o , 4dfi
ki = E—Q’ n = a2 (4.38)
029 O 2°n

Thereforek; is an upper bound on the conductance of every edgge in

Now we need to look at supporting each edg;dfy a path irA. LetA,,... A,.1 be partitions

of A obtained by dividing each edge Afinto h=log,n pieces, with the pieces & each con-
ductance 1/2 We embed; in A, as follows. Let ,w) be an edge df;, whereu andw are

nodes of the mesh with coordinates, (.ug) and (q,...Wy) respectively. We mapfw) to a

path inA; by reducing the difference in each dimension in order. That is, weunadi(st to

vy = (Wq,Up,... Ug), thenv, = (wy,W,,us,... Ug) and so on. This is not an optimal mapping, in that

the boundary edges that cross the first dimension are more heavily congested than edges on
other boundaries. However, it is sufficient for this proof. This is a standard construction, and
additional details can be found in many books on algorithms, such as Leighton (1992).

Every edge irK; arises from the reduction of a subtred oboted at some nodeat leveli. Let

w be some child of andA;(w) the induced subgraph &f. In the worst case, a boundary edge
of Aj(w) with must support an edge from every nod#y{w) with the same first coordinate to
every edge in the half spaceA{v) on the opposite side of the first coordlnate partition from
Aj(w). There are/2 nodes that have the same first coordinatenang/’2 = (2 n;)/2 in the
half space. Therefore, since this is the worst case,
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Zdniei
YK, A) = 2 (4.39)

The longest path in #v) is from some corner to the diagonally opposite corner. Given the
mapping defined above, the length of this pattgisTherefore,

3(K;, A) = de (4.40)

Again, as in thal=1 case, we need to weight the congestion by the maximum conductance of
the edges being mapped, and divide the product by the conductance of the Agdgyelsiah is
1/2. Taking (4.38), (4.39), and (4.40), this yields

DZdniei%[(d ) mdfig
B 4 q d 2 2 2.1 Sd+1
O O » n; |:|: d f'ei 2' _ d2(n/2|) + 2| 2

o(K;, A) = =d'n (4.41)

|
1/2 i (n/2)"°
Applying Lemma 4.7 yieldsi(K, A) = maxo(K;, A) = O(dzn) for constaaht

With both support numbers determined, we can now bound the generalized condition number.

4.18 Theorem For A, T, and K as defined(K1A) = O(dznlog n)
proof:
From Lemma 4.12, we have

o(A,K) = o(A,T) = O(logn). (4.42)

From Lemma 4.17, we have

o(K, A) = O(d’n). (4.43)
(4.42) and (4.43), together with Lemma 4.8, yield

K(K-1A) = o(A K) [o(K, A) = O(logn) [O(dzn) = O(dznlogn)

4.6.3 Extensions to the regular case

In the preceding portion of this subsection, we have showed that, for regular rectangular ntedimerigions with

n = 2nodes on a side, the condition number obtained with a support tree precondit@toisn) . The restriction

thatn = X was for ease of proof. Examination of the proof shows that the important conditions are that the depth of

the tree b&(logn) and that the size of the boundary of each set be within a constant factor of the size of the separator
of the set. Both of these conditions hold for arbitrary

Similarly, increasing the connectivity by adding diagonal edges does not affect the asymptotic size of the condition
number. Increasing connectivity by a constant factor only increases the sizes of boundaries and separators by a con-
stant factor, which does not affect the asymptotic bound on the condition number. On the other hand, the edge weights
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in the mesh must be bounded by a constant for the proofs to hold.

4.7 Summary

In this chapter, we demonstrated an isomorphism between Laplacian matrices, undirected edge-weighted graphs, and
resistive networks. We used this isomorphism to prove that the convergence rate of STCG for a regulad mesh in
dimensions wa®(y/nlogn) , whemis the number of nodes on a side of the mesh. While an interesting result, a
more general result, applicable to a wider variety of meshes, is desirable. In certain special cases, the results of this
chapter can be generalized, but the proofs are quite intricate.

In the next chapter, we show how the results can be generalized to a wider variety of graphs using results from multi-
commodity flow. The generalization comes at the cost of an additional facto?’medr@t is, using multicommodity

flow, we are able to prove that STCG converge@@;énlog4n) for regular meshes. For more complex graphs, the
convergence depends on a quantity known afiukef the graph, which is a measure of the graph connectivity.



79

5
Extended Analysis

This chapter extends the analytical results of the previous chapter to more general cases. The work reported here was
done jointly with Gary Miller and Bruce Maggs.

The analysis of the previous chapter is similar to analysis presented elsewhere for other techniques. For example, the
textbooks of Hageman and Young (1981) and Hackbusch (1994) use the 2D regular rectangular mesh as the model
grid for presentation of general iterative methods. In the research domain, Greegtbal(@®89) also used the 2D

regular rectangular mesh in their comparative study of various CG methods. However, application problems rarely
exhibit the kind of regular structure associated with the model grids of the previous chapter.

Moreover, several assumptions were implicit in the model grids of the previous chapter. Some assumptions are easily
dealt with by straightforward modifications of the proofs. The assumptions that cannot be handled by modifications
of previous results are the following:

1.

irregular graph structure

Despite the utility of the rectangular mesh as a model problem, many application problems are defined on
irregular grids. Convergence proofs for support trees require embedding the reduced tree into the mesh.
For a regular mesh, this is difficult but possible to do explicitly. For an irregular mesh, explicit mapping is
so difficult as to be effectively impossible. An approach that permits implicit mapping is required.

unequal partitions

In the earlier proofs of convergence rate, we relied on the fact that the support tree had dejtiidog

depth ensured that the tree could support the mesh witim géag factor, and that the conductance of any
reduced tree edges was bounded above byz(,l\lﬂjerei was the depth of the root of the subtree being
considered. However, these bounds imply that all partitioning steps produce subgraphs that are approxi-
mately equal in size. Not all separators produce equal-sized subgraphs. For example, the sphere separator
of Miller, et al (1992) may produce subgraphs of siz&sand 2/3, wheren is the number of nodes in the

original graph. The Leighton-Rao separator [Leighton and Rao (1988)] has no guarantee on the relative
size of the resultant subgraphs; the separator simply minimizes the ratio of boundary edges to internal
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nodes of the smallest subgraph.

Rao (1987) defined le-ratio edge separatoas a binary edge separator for which the ratio of subgraph
sizes isk-1)/k. From the discussion above, a 3-ratio separator is sufficient to make the convergence analy-
sis of the previous chapter fail (the conductance of the edges in the reduced tree could be too large). Many
separators (Leighton-Rao, for example) cannot even guarantee a bkdodedery step of the construc-

tion of a support tree.

3. unbounded frontier sizes

A close look at the convergence analysis of the previous chapter shows that a key factor in determining the
support of the mesh for the tree is the ratio of the size of the frontier of a subgraph to the size of the sub-
graph’s own separator. Recall that the frontier of a subgraph is the set of edges with exactly one endpoint
in the subgraph. Intuitively, the importance of this ratio can be justified. The size of the separator is a mea-
sure of the connectivity of a subgraph, and a subgraph must be sufficiently well connected to support paths
between all of the frontier edges.

The separators used in the convergence analysis were nice in the sense that they always produced sub-
graphs for which the frontier/separator ratio was bounded by a constant. For example, for a rectangular
mesh ind dimensions, the frontier/separator ratio is bounded abovd.by Beneral, for arbitrary graphs

and arbitrary separators, no such bound may be possible.

In the subsections that follow, these problems will be addressed.

5.1 Irregular Graphs and Implicit Embedding

The solution to dealing with the problems of irregular graphs and explicit embeddings comes from the area of combi-
natorial optimization — specifically from results in multicommodity flow. A brief review of multicommodity flow
was presented in §2.2.2. Recall the definition of the flux of a gsaplV,E), denoted bya = a(G) :

S oxy)
- mi xdsyOs
a = mingq min(lS 09) (5.1)

The flux is a measure of the connectivity of a grapt. ig a graph wit nodes and flug, andSis any subset db
with |§ < /2, then the frontier o8 has at leastt|§  edges; that$ds connected to the rest Gfby at leasi|9
edges.

Now, suppose that andG are both graphs with nodes and that we wish to embédhto G. Recall from §2.1, that
embeddingH into G means that for every edgehh we must specify a path &. Any edge inG may lie on one or
more paths of the embedding, and the number of paths that include aistgeongestiorof e. Thecongestiorof
the embedding is the maximum congestion of any edge in GlilEtien of the embedding is the maximum length of
any path of the embedding.

Intuitively, the congestion and dilation of an embedding is related to thex{i@, of the target grap. Let G; and
G, be graphs Wiﬂ‘IG1| = |G2| = n , and(G) < a(G,). Consider the embeddings of anotherode grapi into
each ofG; andG,. Any subses of nodes inH corresponds to subse®g andS, in G; andG, respectively. Since
a(Gp<a(Gy), there are fewer edges outSyfthan out ofS,, so the congestion of the embedding iBids larger than
the congestion of the embedding itde. Similarly, letv be a vertex irH with corresponding nodeg andv, in G,
andG,, respectively. BecausgG,) < a(G,), the number of nodes @; within edge radius of v; is less than the
number of nodes d&, within edge radius of v,. Thus, it takes longer paths® to reach all nodes from than it
does inG, to reach all nodes fromy. Therefore, the dilation of the embedding-bis larger inG; than inG,.
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Leighton and Rao (1988) bounded the congestion and dilation of embeddings with respect to the flux of the target
graph. We repeat here the key result, Theorem 2.5 of §2.2.2.

2.5 Theorem (Leighton-Rao)Consider any n-node bounded degree graph H, and any 1-1 embedding of the
nodes of H onto the nodes of an n-node bounded degree graph G withThexedges of H can be routed

as paths in G with congestion and dilatimqlpagﬂ) .

Equation 4.26 bounds support using congestion and dilation. Theorem 2.5 supplies us with bounds on congestion and
dilation, without explicitly mapping edges onto patfikis implicit mapping comes at the cost of a complexity factor
of log’n, as we show below. We can now prove the following:

5.1 Theorem: Let G = G(A) be a graph in d dimensions with unit edges corresponding to a Laplacian matrix
A. Let T be a boundary-weighted support tree constructed for G by some process of recursive bisection.
Suppose that there exists a constant k such that, for any subgraptG&onstructed during the parti-

tioning process with {g and G, obtained by partitioning Gthe following conditions hold:
i. a(G;p), a(G;p) 2 a(G));

ii. k[O(G) =B(G;), whereB(G;) denotes the weight of edges on the boundary.of G

4
log n

Thenk(A, 9 = O(a(G)

), where S is the Laplacian matrix obtained by reducing the interior nodes of T.

proof:

o(A, 9: Recall from the previous chapter that we determine this quantity by mapping each
edge ofG onto a path iff and examining the support. Sinté boundary weighted, each edge
of T can be partitioned to provide unit support for each ed@ dhe maximum length path in

T has length 2[logn]+1 , so the conductance of the pathOigogn). Hence,

o(A, 9 = O(logn)

o(S, A: LetK be the reduction (Schur complement)Jlaibtained by applying Gaussian elim-
ination toT, eliminating all the internal nodes and stopping at the leaves.Sisethhe Lapla-
cian matrix corresponding .

T is a support tree of depth= [logn] , where the root is at level 0, and the leaves are at lev-
elsh-1 andh. As before, we partitioi, the reduced tree, into subgraphs... Ky.1 such that

K; consists of all the edges hbetween nodes andw such that the highest node on the path

in T fromutow s at leveli. Similarly, we partitiorG into G, ... G,.1 by dividing each edge of

G into logn pieces, each of equal conductance. We will Kéapto G by mapping eacK; into

the correspondinG;.

Letv be an internal node df at leveli. Let G, be the subgraph @ induced by. There are
n,sn1l/ 2)' nodes inG,, and hence iiK,, the subgraph df; irp]cilfced byG,. The cohn_diuc—
tances of the edges &, are bounded above b¥(G ) {1/2) <ka(G) [1/2) .
Consider embeddinig, into G,.

By the Leighton-Rao Theorem (Theorem 2.5), the dilation of the embedding is
O(logn,/a(G,)) . Since we are embedding the complete grapmopoints, rather than a
bounded-degree graph, the congestion of the embedd®(@jdlogn,/a(G,))

We now have that
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(S, A Oka(G,) q1/2)" " gogny oy Hogny
(0) a ogn
v aG,) ~ aGy 0

. 3 .
k12" 090 1/ 2)

a(G)
_ _log®n
= o2
Therefore,
K(A,9 = o(A 9 [B(S A = O(%‘

|
This immediately yields the following.

5.2 Corollary: Suppose A is a Laplacian matrix with corresponding graph G that is a regular rectangular
mesh in d dimensions with n nodes on a side. Suppose T is a support tree for G constru&ddnditin
Laplacian matrix S corresponding to the graph obtained by reducing the interior nodes of T. Then,

k(A S = O(nlog™n).
proof.

It is easy to verify thatG satisfies the conditions of Theorem 5.1. Furthermore,
a(G) = O(1/n). Therefore,

_ Iog4n _ Iog4n _ 4
K(A, S = O(m = O(W) = O(nlog n)

Compare Corollary 5.2 with Theorem 4.19. Using Leighton-Rao, we were able to avoid explicitly embedding graphs,
yet obtained nearly the same result. Implicit embedding with Leighton-Rao essentially incurs aQsgoj,

which is a small price to pay for the additional simplicity and generality. Theorem 5.1 applies to a much larger class
of graphs than the rectangular grids considered in 4.19.

Theorem 5.1 addresses the problem of irregular graphs, but does not completely solve it. The requirement for a highly
regular graph structure has been replaced by a looser requirement that the flux of the subgraphs is monotonically
increasing with the partitioning process. For regular graphs such as rectangular meshes, this requirement can be met.
However, another requirement is that the partition is a bisection, and it is possible to construct a graph for which
bisection yields decreasing flux. Figure 5.1 illustrates a planar graph for which a bisection yields decreasing flux.

Finding a separator that will guarantee increasing flux is a difficult problem. Leighton and Rao (1988) préiprsed a
cutthat would partition a graph using the separator that defined the flux. This would seem to be a good candidate for
a partitioning algorithm that would guarantee increasing flux. However, even a series of flux cuts does not provide
such a guarantee. The graph of Figure 5.1 provides a counterexample. The bisection illustrated is a flux cut, yet the
flux decreases after the cut.

For most graphs with a moderately homogeneous structure, the flux will generally increase with partitioning. Thus,
while we can deal with a larger class of graphs at this point, we still lack the analytic tools to handle all graphs.
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a(G) = 3/4 a(Gy) = 1/2 a(G,) = 1/6

Figure 5.1: A bisection that yields decreasing flux.

5.2 Dealing with Unequal Partitions

Another unrealistic assumption that we have been making is that the partitioning process yields subgraphs of roughly
equal size. However, many of the best performing graph partitioning algorithms do not conform to this requirement.
The problem with unequal partitions is that some subtree may be relatively shallow, and yield conductances in the
Schur complement that are too large for the original graph to support.

To be able to build support trees using real separators, we need to be able to weight the tree in such a way as to yield
a common upper bound on the conductances in the reduced graph. To solve this problem, we work backwards from

the goal. Consider weighting a tree such that, when interior nodes are reduced starting with the parents of the leaves
and working upwards, all the conductances from the leaves to the lowest unreduced ancestor are proportional to the
number of leaves in the subtree. Figure 5.2 illustrates this property.

reducevg, vq

So hodes S, nodes sg+s; hodes
0= 15 01 = 15 9= 1lstsy)

Figure 5.2: Reducing a tree for which leaf-to-subtree-root conductances
are proportional to the number of nodes in the subtree

Referring to Figure 5.2, we need to determine the valugsnfly that will yield the desired conductances whgn
andv, are reduced. Nodeg, hass, connections of conductangg, and 1 connection of conductanceTherefore,
applying Gaussian reduction g yieldss, connections to the root of conductaggcegiven by
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goXx X
So o+ X  Sp+ oK

g= (5.2)

where the last step follow from the fact tiigt = 1/'s;

Now, setting the value fay obtained above (by reducing) equal to the desired value in Figure 5.2, and solving for
x yields

X = %0 (5.3)
S
A similar derivation yields
S1
y = 5% (5.4)

That is, by weighting the tree edges by the ratio of the sizes of the corresponding subtrees, the root-to-leaf conduc-
tances are all equal and given by the reciprocal of the number of nodes in the subtree. Now we can determine conduc-
tances in the reduced tree independently of the shape of the tree.

Unfortunately, the derivation above solves one problem, but causes another. We now can easily compute conduc-
tances in the reduced tree, but have lost the capability to support the mesh with the tree. To support the mesh, the
edges of the tree must be at least as large as the weight of the boundary edges in the induced subgraph of the mesh.
Weighting withx andy as defined in (5.3) and (5.4) above means that at least one branch of the tree will have an edge

of weight less than one, which is insufficient to support the induced subgraph. Equivalently, the leaf-to-root conduc-
tances, while identical, are too small to support the mesh.

However, the general idea has merit, and can be extended to provide the answer we need. To do so, we need to define
a new separator.

5.3 Definition: Let G = (V,E) be a graph. For any subgraph H induced by a set of rede¥, let f(H)
denote the weight of the edges on the boundary of H. Supj®aa edge separator that partitions G into
subgraphs @and G,. Then theéboundary ratio of, 1(z) = 1(Gy,G,) is given by

() = maxw B—E (5.5)
0[Gd " G B

5.4 Definition: Let G = (V,E) be a graph. Aaptimal boundary ratio separator f8ris an edge separatar
that minimizeg(£). That is, ifz is any edge separator of G, then

0o B(Gy @Dﬂ

(z) = minZ:GODGﬁG%maxgm, Gy %

(5.6)

Since the value of the optimal boundary ratio separator is unique, we can unambiguously refer to the value without
reference to the separator, and denote the valugd)y

Now, consider constructing and weighting a support tree using optimal boundary ratio separators. We want the con-
ductances in the reduced tree to be large enough to support the mesh, which means that the conductances of the edges
in a subtre€ly with s5 nodes should be at leg({Ty)/sg. We achieve this if the conductances are given(By),

whereGg is the subgraph induced By,
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Now, what should the edge weights be in the tree? The situation is illustrated in Figure 5.3.

Following the same procedure as before, redugjrandv, to find the values of andy yields:

T
X = M (5.7)
Ty-T
L
Tt (5.8)
reducevg, vq
So nodes s, nodes Sots; nodes
02B(Go)so T2 PB(Gylsy 12 B(G)/(sots1)

Figure 5.3: Reducing a tree for which leaf-to-subtree-root conductances
are proportional to the boundary ratio of the subtree

Note first that the values farandy are dependent only on information from the induced subgraph. This means that
the formulas (5.7) and (5.8) can be applied when more than two subgraphs result from a partitioning. Therefore, we
are no longer limited to binary partitions. However, the values &ody in (5.7) only make sense as edge weights if
bothx>0, andy>0. This implies that we must have baft; > 1. That is,T must be monotonically increasing with
optimal boundary ratio cuts. That this is true is shown in the next lemma. First, we need a basic proposition.

. a_c . a_ a+c
5.5 Proposition If 5> 3’ and a, b, c, d are all positive, th%n> brd
proof.
E>g 0 ad>bcl ab+ ad>ab+ bcO a(b+ d)>b(a+ ¢) 0 %S%g
|

5.6 Lemma Let G = (V,E) be a graph, antz) be the boundary ratio of an edge separatoSuppose that G
is recursively partitioned using optimal boundary ratio separators. Tthesnmonotonically increasing
with each partitioning. That is, if @ a subgraph produced at some stage of the partitioning process, and

G; is partitioned into subgraphs;gand G4, thent(G;) < 1(Gjg) andt(G;) < 1(Gjy).

proof.

Let H be a subgraph produced at some stage of recursive partitioning, and consider the parti-
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tioning of H with an optimal boundary ratio separator. Referring to Figurd-bt¥gs a bound-
ary made up of boundary segments of weighind b, and is partitioned by an optimal
boundary ratio separator of weigltinto subgraph# andB. Thus,

B BB e bre
w() = maxc gl B e mac 5t g

[ |

Figure 5.4: Partitioning of subgraph H with an optimal boundary ratio separator into
subgraph A and B. a, b, and e0 are the weights of boundary segments.

Now, suppose that one of the two subgraphs is recursively partitioned with an optimal bound-
ary ratio separator. Without loss of generality, assArngepartitioned into subgrapi@andD.
Referring to Figure 5.5 for the definition of the terms, we have:

d
1(A) = ma E(C Blgjl)EFmaEP+el+e3 +te,te;0

51 T ol

Figure 5.5: Partitioning of subgraph A fromFigure 5.4 with an
optimal boundary ratio separator.

To complete the proof, we need to show thié) = 1(H) . We consider four cases.
_ B(A) _ c+td+e +e, _B(D) _ d+e,+e;
1. T(H = and t(A =
(W)= = “Ter+ 1o B =0 = ol

By the definition of the case being considered,

d+e2+e32c+el+e3:[3(c) .
DI IC| IC|

(A) =

Applying 5.5, we obtain
d+e,+e; c+d+e+e,+2e; c+d+e +e,

T(A) = > >
(A =—p Cl+1D] CI+10

= 1(H)
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2 _B(C) _C*e*es
and 1(A) o] 16

_B(A) _ctdre+e
2 WM =98 T Taeo

By the definition of the case being considered,
+e + +e +
C+e ’3320' ©*% _B((D) '
ICl DI DI
Applying 5.5, we again obtain
cte+e; ctd+e+e,+2e; c+d+e te,

T(A) =

T(A) = - > = 1(H
A= [l +1D) FEEIRR
b+e +e D) d+e +e
3. TH=B(B)= ZandTA=B( = 3
()= T E A= o]
We prove this by contradiction. Suppose th@tH) > 1(A) . Then,

b+ e1+e2>d+e?+e3>c+el+e3
B ol [C]
Applying 5.5 using the first and third fractions above, we obtain
b+ e1+e2>b+ c+2e1+e2+e3>b+ c+e +e; _B(BOC)
|B| 1Bl +[Cl - Bl +I[C] BOC
From this inequality and the initial conditions defining this case, we have that
O
T(H) > max% B(BOC) C)
|BO C| D

That is, partitioningd from BOC y|elds a smaller boundary ratio that partitioning
A=COD from B. This contradicts the optimality of thé,C[ID) partition. There-
fore, we must haver(H) < 1(A)

T(H) =

T(H) =

_BE) _bPrate _BO) _Cctates
4, T(H = and 1(A =
()= T E W=a = d
We again prove this by contradiction. Suppose th@t) > t(A) . Then,

b+e1+e2>c+e1+e3>d+e?+e3
B I~ D
Applying 5.5 using the first and third fractions above, we obtain
b+el+e2>b+d+el+2e2+e3>b+d+el+e3 _ B(BOD)
|B| Bl +[DI - B +|D| |BO D

T(H) =

T(H) =

From this inequality and the initial conditions defining this case, we have that

%(C B(BO D) D)D
H) >
T(H) >ma BO D D

That is, partitioningC from BOD y|elds a smaller boundary ratio that partitioning
A=C[OD from B. This contradicts the optimality of thé,CID) partition. There-
fore, we must haver(H) < 1(A)

The four cases above prove the lemma for the partitioning illustrated in Figure 5.4 and Figure
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5.5. These cases and the associated figures also represent the general case. For any other parti-
tioning of H andA into two pieces, no other boundary segments are added. Instead, some seg-
ments may go to zero. However, the conditions required by Proposition 5.5 still hold, and the
lemma follows.

Now, we build support trees using recursive optimal boundary ratio partitioning using a two-phase process. In the first
phase, the partitioning is performed, and the tree structure is built up. In the second phase, the edge weights of the
support tree are computed level-by-level from leaves to roots: edges that connect leaf nodes are weighted with the
value of the optimal boundary ratio separator that yielded the leaf; internal edges are weighted using (5.7).

We can now prove the following theorem, which is similar to Theorem 5.1, but relaxes two restrictions: that the parti-
tioning is binary, and that the subgraphs formed by partitioning are equal in size.

5.7 Theorem Let G = G(A) be a graph in d dimensions with unit edges corresponding to a Laplacian matrix
A. Let T be a boundary-weighted support tree constructed for G by recursive partitioning using optimal
boundary ratio separators, and weighted as discussed above. Suppose that there exists a constant k such
that, for any subgraph &f G constructed during the partitioning process wit &d G, obtained by

partitioning G, the following condition holdsa (G, ), a(G;) = a(G;) .

4
log n

Thenk(A, S = O(a(G)

), where S is the Laplacian matrix obtained by reducing the interior nodes of T

proof:

o(A, 9: Recall from Theorem 5.1 that we determine this quantity by mapping each edge of
onto a path ifT and examining the support. In Theorem 5.1, sihees boundary weighted,
each edge of was partitioned to provide unit support for each edd®. &ll we need to do in
this case is to show that the support of each edfiddneach edge i is O(1).

Consider an edgeat leveli in T, which connects nodesandv, whereu is the node on the root
side ofe. Let the subgraphs @& induced byu andv be denoted) andV, with optimal bound-
ary ratiost;_;, andt;, respectively. LefV| denote the number of node¥.ihet w be the
weight of edgee. Thenw is given by

_ VIt g
i-Tia
We need only show that is at least as large BéV), the size of the boundary ¥fLetVy,...Vy
be the other subgraphs of U produced by the partitioning process. Then we have the following:

VIt VIt _ v) B(Vy BV O V)
T > = VIt _4= VI EmaxéBIVl T EZ \Y EPITI_ B(V)

That is,w is larger than the size of the boundary/of

Sincew is larger than the boundary size ahdias chosen arbitrarily, each edgerafan pro-

vide unit support to every boundary edge in its induced subgraph. The maximum length path in
T has length 2[logn]+1 , so the conductance of the pathOdogn). Hence,

o(A, 9 = O(logn)

o(S, A: As before, letk be the reduction (Schur complement)Tobbtained by applying
Gaussian elimination t§, eliminating all the internal nodes and stopping at the le&isghe
Laplacian matrix corresponding ko
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T is a support tree of depth= [logn] , where the root is at level 0, and the leaves are at lev-
elsh-1 andh. As before, we partitiok, the reduced tree, into subgraphis... Ky,.4 such that

K; consists of all the edges knbetween nodes andw such that the highest node on the path

in T fromutow s at leveli. Similarly, we partitiorG into Gq,...,Gy,.1 by dividing each edge of

G into logn pieces, each of equal conductance. We will ikapto G by mapping eack; into

the correspondinG;.

Let v be an internal node df at leveli. Let G, be the subgraph @ induced by. There are

n,<sn1l/ 2)i nodes irG,, and hence iK,, the subgraph df; induced byG,. By the way in
which T was constructed, the conductances of the edgés, aire identical, and equal to

E(n@ = a—%G) .Consider embeddirig, into G,

By Leighton-Rao (Theorem 2.5), the dilation of the embeddir@lisgn,/ a(G,)) . Since we
are embedding the complete graphngmoints, rather than a bounded-degree graph, the con-
gestion of the embedding &(n, Cogn,/a(G,))

We now have that

_ @(G) logn, n, Oogn,
oS A =y Gy " aGy

O
ElognD

Therefore,

4
log n

K(A9 = oA, 9 (S A = Ogrcs
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6
Support Trees: Evaluation

Previous sections presented the construction of support trees, the implementation of the support tree conjugate gradi-
ent method (STCG), and the theoretical analysis of the convergence properties of STCG. The theoretical analysis
showed that the condition number foram mesh wasO(nlog™n) using STCG, while the presentation on imple-
mentation of STCG showed that the tree structure of support tree preconditioners should lead to efficient execution.
To examine the efficiency of the implementation, and to investigate the size of the constant in the condition number,
we performed an empirical evaluation of the performance of STCG, by comparison with the performance using diag-
onal scaling (DSCG) and incomplete Cholesky preconditioning (ICCG) using a single vector processor of a Cray C-
90. This evaluation was performed in collaboration with Marco Zagha, who was responsible for the Cray implemen-
tation. Cray C-90 time was provided by the Pittsburgh Supercomputing Center. A version of this section appeared as
a CMU technical report [Gremban, Miller, and Zagha, (1994)], and in abbreviated form as a conference paper [Grem-
ban, Miller, and Zagha, (1995)].

Similar performance evaluations of other conjugate gradient (CG) methods have been performed. Greenbaum, Li, and
Chow (1989) compared the performance of four different variations of the preconditioned conjugate gradient (PCG)
methods: diagonal scaling, incomplete Cholesky, hierarchical basis function, and Neumann-Dirichlet domain decom-
position. The latter two are instances of multi-level preconditioning, and will not be discussed further here. All their
tests were performed on a prototype of the NYU Ultracomputer and varied the number of processors used from 1 to 8.
Their model problem was a time-independent version of the diffusion equation defined on the unit square with
Dirichlet boundary conditions:

OLp(x y)Ou(x y) = f(xy) (6.1a)
(% y)0(0,1)x(0, 1) (6.1b)
u(0,y) = u(ly) =u(x0) =u(x1) =0 (6.1c)

The main conclusions to be drawn from the Greenbatial(1989) study are the following:

1. In serial mode, ICCG requires nearly twice as much processing time per iteration as does DSCG. How-
ever, the reduction in the number of iterations is sufficiently large (more than a factor of three for the test
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cases reported) that ICCG is, overall, faster than DSCG.

2. As the number of processors grows, the advantage in using ICCG decreases. In the experiments reported,
on as few as 8 processors, DSCG outperformed ICCG in terms of total execution time. The reason for this
is the difficulty in parallelizing the triangular solves required by the ICCG preconditioning (see the next
subsection below for a more complete discussion).

A similar study was performed by Heroux, Vu, and Yang (1991). They compared DSCG, ICCG, least-squares poly-
nomial preconditioning, and the multifrontal sparse Cholesky method. We shall discuss only the results for DSCG
and ICCG. All experiments were performed on a Cray Y-MP using either 1 or 8 of the vector processors. The prob-
lems were obtained by assigning artificial values to various Harwell-Boeing matrices (most of which are pattern-

only).

The main conclusions to be drawn from the Heretngl (1991) study are the following:

1. ICCG produced significant reductions in the number of iterations for most problems as compared to
DSCG (at times by more than a factor of 1/4). However, on even a single vector processor, the total execu-
tion time of ICCG was greater than that of DSCG. On 8 processors, the ICCG:DSCG execution time ratio
typically increased. This is consistent with the results of the Greenleaah{1989) study, since a single
vector processor of a Cray Y-MP can be viewed as collection of 128 parallel processors.

2. A breakdown of the solution time indicated that the primary reason for the increased execution time of
ICCG was in the application of the preconditioner. The breakdown further showed that little improvement
was gained in applying the preconditioner using 8 vector processors. Recall that application of the precon-
ditioner requires the solution of two triangular systems. In general, it is difficult to parallelize triangular
solves (see the discussion in Chapter 2, and Heb#,(1990)).

The Greenbaunet al(1989) and Herouwset al (1991) studies both point out the need for an effective parallel precon-
ditioner — one that significantly reduces the number of iterations, but is also efficient to execute on parallel architec-
tures. In the remainder of this section, we present an evaluation of STCG that suggests that both criteria, effectiveness
and efficiency, are met by support tree preconditioners.

We used the work of Greenbauet,al (1989) as a guide in our evaluation procedure. We took a typical problem, dis-
cretized it at various levels of resolution to obtain problems of various sizes, and compared the performance of the
three PCG methods as a function of problem size. We took the model problem used by Greetndg@889). as

our two-dimensional model problem, but also compared the results for more complicated right hand sides. Since the
model problem used regular meshes, we also compared the performance of the preconditioners on a sequence of
irregular two-dimensional meshes. Finally, we extended the study to three dimensions, and compared results for two
different sequences of three dimensional regular meshes. All experiments were performed on a Cray C-90, using a
single vector processor.

6.1 Empirical Evaluation of STCG

Greenbaumet al (1989) and Herouxet al (1991) both conducted empirical evaluations of preconditioner perfor-
mance with respect to convergence rates, and execution time (per iteration and total) on multiple processors. Green-
baum,et al conducted their research on a simple analytically defined PDE, which allowed them to scale the problem
by varying the mesh size, and examine the performance as a function of problem size. Heroux et al. used various
matrices from the Harwell-Boeing set with artificial values. Several conclusions were common to both studies. In par-
ticular, both studies found that ICCG significantly improved the convergence rate on even fairly small matrices. How-
ever, because ICCG lacks significant potential parallelism, both studies also found that the advantages of ICCG
essentially vanish on vector and parallel machines.
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In this section, we will demonstrate that STCG is superior to ICCG for solving large problems using serial machines,
and is easily and effectively parallelized. Consequently, STCG vastly outperforms ICCG and DSCG for solving large
problems on vector and parallel machines.

Because we are interested in the effects on performance as the scale of the problem changes, we primarily follow the
methodology used by Greenbauet,al in their study of preconditioners. We limit ourselves, to only comparing
DSCG (diagonally scaled conjugate gradient), ICCG (incomplete Cholesky conjugate gradient), and STCG (support
tree conjugate gradient). We compare the performance of the three solution methods versus problem size with respect
to number of iterations and total running time over all iterations. In separate sections, we present the results for prob-
lems defined on a 2D regular mesh, a 2D irregular mesh, and two kinds of 3D regular meshes.

In all the results reported below, we report only the time utilized by the iterative process, and do not include the time
required for formation of the preconditioners. While total time is important, in many instances the linear system will
be solved many times, and the cost of forming the preconditioner can be amortized over the number of times the sys-
tem is solved. Additionally, we are currently investigating the performance of various partitioning methods as one
step towards constructing a version of STCG that is optimized from end to end. Currently, the code used to generate
support tree preconditioners is written in NESL, an experimental data-parallel language [Blelloch (1993)]. The vari-
ous implementations of PCG were written in FORTRAN.

We made no attempt to go beyond the obvious optimizations to improve the performance of ICCG. Numerous other
authors have reported on the effects of ordering on ICCG [see, for example, Duff and Meurant (1989)], and on paral-
lel implementations of ICCG [see Dongareaal (1991), van der Vorst (1989a), and van der Vorst (1989b)]. Rather
than reproduce their work, we decided to extrapolate values for an optimistic implementation of ICCG.

We applied the results of other researchers discussed above in order to determine an optimistic execution time for
ICCG. First, we assumed that a good node ordering could be computed and that solving the preconditioned system
could be performed at the same Mflop rate as the sparse matrix-vector multiply performed at each iteration. We fur-
ther assumed that the relative amount of work per iteration of ICCG was roughly twice that of DSCG. These assump-
tions yielded an optimistic time per iteration of ICCG to be a little more than twice that of DSCG. To be generous, we
assigned a time per iteration for an optimistic ICCG to be exactly twice that of DSCG. We used this factor of two in
all comparisons reported in this paper. We refer to the extrapolated optimistic ICCG as ICCG_OPT.

All results were obtained using a single processor on the Cray C-90 at the Pittsburgh Supercomputing Center.

In the discussions of the experiments that follow, all experimental results are presented as graphs. The raw results in
tabular form can be found in §6.2.

6.1.1 Two-dimensional problem on regulanxn meshes

In their work, Greenbaungt al (1989) considered the discretization of a time-independent version of the diffusion
equation defined on the unit square with Dirichlet boundary conditions (see equations 6.1). For our experiments on
regular meshes, we used the same equationpitl) = 1.0, which reduces (6.1a) to Poisson’s equation:

D%u(x ) = f(x, y) (6.2)

We discretized the equation using the 5-point finite difference operator for the Laplacian, and varied the size of the
nxn mesh usingy ranging from 8 to 512 in powers of 2. In graph-theoretic terms, the resulting coefficient matrices
correspond to graphs that awer meshes with unit weight edges and self-loops on all boundary nodes.

The support tree preconditioners for this problem were constructed using recursive coordinate partitioning in which,
for each subset of points, the subset was split into four parts by bisecting first with respect to the x-coordinates and
then with respect to the y-coordinates. Hence, each support tree had the form of a quadtree.
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6.1.1.1 Smooth input data
For our initial experiments, we used the same forcing function as Greendtaaim,

f(xy) = =2x(1-x)-2y(1-y)

Our starting vector wag® = 0 . We used as our stopping criterion the condition reported to be superior k&t Arioli,
al (1992):

U
2 = AL, ORI, + 1ol

(6.3)

We halted wheio, < 1.0 x 10

Figure 6.1a shows the results in terms of number of iterations for convergence. The figure clearly shows that, while
ICCG outperforms STCG in terms of number of iterations required for convergence on small meshes, the curves
cross, and STCG is superior as the meshes get fairly large.

The total execution times are plotted in Figure 6.1b, with the extrapolated optimistic ICCG plotted as ICCG_OPT.
Both STCG and ICCG_OPT outperform DSCG in total time, although STCG is the fastest method overall. Moreover,
as the problem size increases, the difference between STCG and ICCG_OPT is increasing.

2 350 '3 9000.0
— %)
2 E DSCG
g 300 o 8000.0 :
/ = 7000.0 ICCG
250 g : /
/ 2 6000.0
200 / 5000.0 / jcce-oPT
DSCG /
3000.0 : /st
100 - / I/
/ .. - 2000.0 7
STCG,. =% ¥ //
_ p et 1000.0 — ~
8§ 16 32 64 128 256 512 0% 128 256 12
sqrt(Mesh Size) sqrt(Mesh Size)

Figure 6.1: Results for 2D Regular Meshes, Smooth Input.
a) Iterations to convergence.
b) Total time for iterative process on Cray C-90 (msecs).

6.1.1.2 Random input

The forcing function used in the previous subsection was very smooth, and the problem converged to the solution
fairly quickly. In a second set of experiments, we selected a more difficult right hand side. We used a random vector
in which each component was independently selected from the uniform distribution on [0,1].
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We used the same stopping criterion as before, and halted cxhenl.0 x 10%°. our starting vector was again
x0 = 0.

Figure 6.2a shows the results in terms of number of iterations for convergence. In this set of experiments, conver-
gence required as many as three times the number of iterations for the same size mesh as did the smooth input, and
differences between the preconditioners became more pronounced. STCG started out performing similarly to ICCG,
but improved rapidly, outperforming ICCG on the largest meshes.
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Figure 6.2: Results for 2D Regular Meshes, Random Input.
a) Iterations to convergence.
b) Total time for iterative process on Cray C-90 (msecs).

Figure 6.2b shows total time for the iterative process. As above, we also show the results for an extrapolated optimis-
tic ICCG_OPT. STCG clearly had the best total execution time. Moreover, the difference between STCG and the
other methods increased with increasing mesh size.

6.1.1.3 Impulse function input

In a third set of experiments, we selected an additional difficult right hand side. We used an impulse furigtion for
defined byby = 1.0, I = 0.0 fori > 0. In our node ordering, node O is the lower left hand corner of the mesh.

We used the same stopping criterion as before, and halted axhenl.0 x 10 our starting vector was again
x0 = 0.

Figure 6.3a shows the results in terms of number of iterations for convergence. In this set of experiments, conver-
gence required even more iterations for the same size mesh as did the random input, and differences between the pre-
conditioners became even more pronounced. Again, STCG started out with performance similar to that of ICCG, but
significantly outperformed ICCG on the largest meshes

Figure 6.3b shows total time for the iterative process. Since STCG requires less work per iteration than does
ICCG_OPT, and because STCG is highly vectorizable, STCG was the clear winner in terms of execution time.
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Figure 6.3: Results for 2D Regular Meshes, Impulse Function Input.
a) Iterations to convergence.
b) Total time for iterative process on Cray C-90 (msecs).

6.1.2 Two-dimensional problem on irregular meshes

The results for the PDE on a 2D regular mesh are one indication of the utility of STCG. Most application problems
are not defined on regular meshes, however, so it is worthwhile to investigate the relative performance of STCG on an
irregular case. We were fortunate to have available to us a nested sequence of meshes developed for an application
problem — the computation of stress on a two-dimensional cracked plate. There are 9 meshes in all, withd€x?2

in each mesh,=0,1,2,3,4,5,6,8,9,10. (The data for the mesh tl7 was unavailable.) Each mesh is a refinement

of the next smaller (coarser) mesh. This sequence enabled us to investigate the performance of STCG as a function of
grid size for an irregular mesh.

Figure 6.4 illustrates the coarsest and finest of the meshes. The crack in the plate runs from the center to the left side,
parallel to the x-axis. The crack was defined by creating two nodes for each visible mesh point; the two nodes are not
connected to each other; one connects only to nodes above the crack, while the other connects only to nodes below
the crack.

The crack data consisted of pattern-only information and node coordinates. We used the pattern information to con-
struct non-singular coefficient matrices by augmenting the Laplacian matrices of the meshes with additional diagonal
weightd;, = 1.0 added to the nodes corresponding to the four corners. Mesh edges were given unit weights.

The support tree preconditioners for this set of problems had the form of quadtrees and were constructed using recur-
sive coordinate partitioning.

We performed two sets of experiments. The first was conducted with a random vector (values selected uniformly
between 0.0 and 1.0) as the input. The second was conducted with an impulse function lag=ripatlg = 0.0, for
i > 0). For all the crack meshes, node 0 is the node at the lower left of the mesh.

For the experiments done with the crack meshes, we againwgsedthe stopping criterion, and halted whens
1.0 x 10 our starting vector was agaifl = 0
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Figure 6.4: Crack Meshes.
a) crack00 with 10 nodes.
b) crack10 with 10240 nodes.

Figure 6.5 illustrates the results of the experiments using the random vector as input. Figure 6.5a illustrates the num-
ber of iterations needed to converge to the specified tolerance as a function of the mesh size. The horizontal axis
(mesh size) is plotted logarithmically. Both ICCG and STCG converge more rapidly than DSCG. While ICCG ini-
tially outperforms STCG, STCG converges more rapidly on the larger meshes. Figure 6.5b illustrates the total time
taken to converge as a function of the mesh size. Again, we obtained a curve for ICCG_OPT by assuming that such an
implementation would require only twice the time per iteration of DSCG. However, even this optimistic ICCG per-
formed no better in overall time than DSCG; the two curves track each other almost perfectly. The advantage of
STCG over the other methods is apparent, and the advantage is increasing with increasing mesh size. The largest
crack mesh is only 10240 nodes, which is quite small for many applications.

Figure 6.6 illustrates the results of the experiments using the impulse function as input. Figure 6.6a illustrates the
number of iterations needed to converge, while Figure 6.6b illustrates the total time taken for the iterative process.
Again we see that STCG started off requiring more iterations than ICCG, but does not increase as fast as ICCG. On
the largest meshes, STCG required fewer iterations than did ICCG. Again, because of the vectorizable nature of the
support tree preconditioners, STCG was the clear winner in terms of execution time.
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Figure 6.5: Results on 2D Irregular Meshes, Random Input.
a) Iterations to convergence.
b) Total execution time for iterative process on Cray C-90 (msecs).
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Figure 6.6: Results on 2D Irregular Meshes, Impulse Function Input.
a) Iterations to convergence.
b) Total execution time for iterative process on Cray C-90 (msecs).
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6.1.3 Three-Dimensional problem on regulanxnxn meshes

In Chapter 3, we showed that the advantage of STCG in terms of work required per iteration should increase with
increasing graph dimensionality. To investigate this empirically, we performed a number of experiments in three
dimensions using a regulaxnxn mesh.

In this set of experiments, we extended the two-dimensional problem from section 6.1.1 into three dimensions. That
is, we considered the discretization of Poisson’s equation defined on the unit cube with Dirichlet boundary condi-
tions:

D2u(x ¥ 3 = f(x ¥, 2 (6.4a)
(x,y, 2 0(0, 1) x (0, 1) x (0, 1) (6.4b)
u0,y,2 = u(l,y,2 = u(x0,2) =u(x12 =u(xy0) =u(xyl) =0 (6.4c)

We discretized the equation using the 7-point finite difference operator for the Laplacian, and varied the size of the
nxnxn mesh using ranging from 8 to 512 in powers of 2. In graph-theoretic terms, the resulting coefficient matrices
correspond to graphs that awexxn meshes with unit weight edges and self-loops on all boundary nodes.

The support tree preconditioners for this set of problems had the form of oct-trees and were constructed using recur-
sive coordinate partitioning.

We ran two sets of experiments. The first was conducted with random vectors (values selected uniformly between 0.0
and 1.0) as the input. The second was conducted with impulse functions abgjmpltQb; = 0.0, fori > 0). For the

nxnxn mesh, node O is a corner node.

For these experiments, we again usga@s the stopping criterion, and halted whers 1.0 x 10 our starting vec-

tor wasx? = 0 .

Figure 6.7 illustrates the results of the experiments conducted with random vectors as input. Figure 6.7a illustrates the
number of iterations required for convergence, while Figure 6.7b illustrates the total execution time required for the
iterative process.

Figure 6.8 illustrates the results of the experiments conducted with impulse functions as input. Figure 6.8a illustrates
the number of iterations required for convergence, while Figure 6.8b illustrates the total execution time required for
the iterative process.

For both random vectors and impulse functions, the problem converged extremely quickly, so it is difficult to draw
definite conclusions. As for previous problems, in both ohimxn cases, STCG began by requiring more iterations

for convergence than did ICCG. As observed in the previous problems, the rate of increase in the number of iterations
for STCG appears to be less than that of ICCG. In terms of execution time, STCG is superior to STCG and roughly
the same as ICCG_OPT.



page 100

2 80 2 1800.0
o 0
< £ 1600.0 :
o 70 - o . N
= DSCG / g ICCG
60 g = 1400.0
2 12000 :
> e 1000.0 bScG
40 d
STCG 800.0
a) _e b) 3
30 —— 7 600.0
20 s T X ' LOPT
ok ICCG 400.0
101~ 200.0
0 0. Ot
8 16 32 64 8 16 32 64
cuberoot(Mesh Size) cuberoot(Mesh Size)
Figure 6.7: Results on 3D nxnxn Meshes, Random Input.
a) Iterations to convergence.
b) Total execution time for iterative process on Cray C-90 (msecs).
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6.1.4 Three-Dimensional problem on regular 8x8x meshes

We stated in Chapter 3 that convergence is a function of the graph diameter. In three dimensions, the volume of a cube
increases so rapidly with respect to diameter that it is difficult to construct a cubic 3D problem with a diameter large
enough to require many iterations. Therefore, we defined an alternate 3D problem that would allow us to investigate
convergence as a function of the graph diameter.

In this set of experiments, we modified the three-dimensional problem of equation (6.4) by extending it along one of
the three dimensions. That is, we considered the discretization of Poisson’s equation defined on a box:

D%u(x % 3 = f(x ¥, 2 (6.5a)

(x,y, 2 0(0, 1) x (0, 1) x (0, 8n) (6.5b)

Furthermore, we used mixed boundary conditions: Dirichlet conditions on the long ends of the box, and Neumann
conditions on the sides:

u(x %0) = u(x y,8n) =0 (6.5¢)
0 _ 0 -
a—xu(x 0,2) = a—xu(x 1,2 =0 (6.5e)
%u(o, Y, 2 = %u(l, y,2) =0 (6.5f)

For our experiments, we discretized the equation using the 7-point finite difference operator for the Laplacian, and
varied the size of the 8x8xmesh usingy ranging from 8 to 1024 in powers of 2. In graph-theoretic terms, the result-

ing coefficient matrices correspond to graphs that arerBr&shes with unit weight edges and self-loops on all
boundary nodes of the 8x8 faces. The support tree preconditioners for this set of problems had the form of binary
trees and were constructed using recursive coordinate partitioning.

We ran two sets of experiments. The first was conducted with random vectors (values selected uniformly between 0.0
and 1.0) as the input. The second was conducted with impulse functions abgjmpltQ,b; = 0.0, fori > 0). For the

8x8xn mesh, node 0 is a corner node. For these experiments, we again, wsethe stopping criterion, and halted

whena, < 1.0 x 10%°. Our starting vector wa® = 0

Figure 6.9 illustrates the results of the experiments with random vectors as inputs. Figure 6.9a illustrates iterations
required to converge, while Figure 6.9b illustrates total time required for the iterative process.

Figure 6.10 illustrates the results of the experiments with impulse functions as inputs. Figure 6.10a illustrates itera-
tions required to converge, while Figure 6.10b illustrates total time required for the iterative process.

The results of this set of experiments are particularly interesting. The large diameters of the graphs and the Neumann
boundary conditions on the sides of the boxes led to problems that required very many iterations to converge. The dif-
ferences between the preconditioners is now very apparent. While in all cases, STCG required more iterations than
ICCG for small meshes, the number of iterations required for STCG is almost constant with respect to mesh diameter,
while that of ICCG is clearly increasing. By the time the mesh diameter is over 512, STCG requires fewer than half
the number of iterations of ICCG.

The difference in execution time is even more dramatic. As stated previously, STCG vectorizes extremely well. For
problems of the size considered here, the vector lengths at the lowest level of the support tree range from thousands to
hundreds of thousands.
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Figure 6.9: Results on 3D 8x8xn Mesh, Random Input.
a) Iterations to convergence.
b) Total execution time for iterative process on Cray C-90 (msecs).
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6.2 Tabulated Experimental Results

6.2.1 Results from 2D regular meshes

Table 6.1:Results of Experiments on 2D Square Meshes, Smooth Input

size iterations time/iteration (msec$) total time (msecs)
n|{DSCG ICCG STCG|DSCG ICCG STCG| DSCG ICCG STCG
8 10 9 10 .29 43 .39 2.9 3.9 3.9
16 22 13 19 .28 .88 41 6.2 11.4 7.8
32 40 21 28 36 261 .54 14.4 548 15.1
64 73 29 37 .66 956 1.03 48.0 280.0 38.0
128 121 40 48| 1.83 37.00 2.90] 222.0 1480.0 139.0
256| 178 56 64| 5.63144.94 8.91] 1002.5 8116.7 570.4
512 336 101 79| 24.30578.69 37.73] 8164.9 58447.6 2981.0

Table 6.2:Results of Experiments on 2D Square Meshes, Random Input

size iterations time/iteration (msecs total time (msecs)
n|{ DSCG ICCG STCG| DSCG ICCG STCG| bsCcG ICCG STCG
8 25 11 18 .26 43 .35 6.6 4.7 6.3
16 44 16 25 27 .86 .38 11.8 13.7 9.4
32 76 24 33 34 2,60 .50 25.8 625 164
64 123 37 41 61 944 94 75.3 349.1 38.7
128| 184 55 54| 1.68 36.73 2.76| 308.9 2020.4 148.9
256 257 77 66| 5.67 144.95 8.96| 1456.4 11161.1 591.1
512 357 106 81| 24.54578.78 36.42| 8761.8 61350.7 2950.0

Table 6.3:Results of Experiments on 2D Square Meshes, Impulse Input

size iterations time/iteration (msecs total time (msecs)
n|DSCG ICCG STCG|DSCG ICCG STCG| DSCG ICCG STCG
8 27 11 20 .26 43 .35 7.0 4.7 6.9
16 53 17 28 27 .86 .38 14.2 146 105
32 96 29 40 34 258 .49 32.2 747 194
64 176 54 54 .56 9.38 .87 99.2 506.3 46.9
128 326 98 74| 1.65 36.28 2.66 537.6 3555.0 195.8
256] 580 178 101| 5.62143.55 8.50| 3259.2 25551.7 858.1
512] 990 300 125 23.50572.17 35.58| 23266.5171649.9 4447.0
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6.2.2 Results from 2D irregular meshes

Table 6.4:Results of Experiments on 2D Irregular Meshes, Random Input.

size

iterations

time/iteration (msec9

)

total time (msecs)

n

DSCG ICCG STCG

DSCG ICCG STCG

DSCG ICCG STCG

10

20

40

80
160
320
640
2560
5120
10240

10
17
23
34
45
60
83
148
156
206

7
10
13
15
22
30
41
73
94

109

10
16
22
29
39
48
52
77
88
98

27 31
.28 .33
28 .37
26 .44
26 .59
28 .89
32 1.50
53 497
.84 9.46
1.45 18.35

.33
.34
.35
.35
.36
40
A7
.76
1.26
2.02

2.7 2.2 3.3
4.7 3.3 55
6.4 4.8 7.6
8.9 6.6 10.1
11.7 129 142
16.7 26.7 193
268 616 242
778 363.1 58.8
131.7 889.2 110.9
298.1 1999.9 198.0

Table 6.5:Results of Experiments on 2D Irregular Meshes, Impulse Input.

size

iterations

time/iteration (msecs

)

total time (msecs)

n

DSCG ICCG STCG

DSCG ICCG STCG

DSCG ICCG STCG

10

20

40

80
160
320
640
2560
5120
10240

10
17
26
36
51
72
101
181
255
338

7
10
13
17
24
33
48
93

130
174

10
16
23
31
39
49
59
87
95
112

27 .31
28 .33
27 .36
26 .44
26 .58
28 .89
32 1.48
.53 4.93
.82 9.40
1.38 18.27

.33
.35
.34
.35
.37
40
A7
a7
1.21
1.99

2.7 2.2 3.3
4.7 3.3 5.6
7.1 4.7 7.9
9.3 74 11.0
134 140 143
200 294 197
321 712 27.7
95.4 4583 66.9
209.4 1222.2 115.1
467.8 3178.4 2229
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6.2.3 Results from 3D regular meshesixnxn)

Table 6.6:Results of Experiments on nxnxn Regular Meshes, Random Input.

size iterations time/iteration (msecq) total time (msecs)
n| DSCG ICCG STCG|DSCG ICCG STCG| DSCG ICCG STCG
8 28 11 20 32 154 45 9.0 16.9 8.9
16 45 15 26 .78 10.13 1.07 35.0 152.0 27.7
32 62 23 29| 4.46 78.23 6.28] 276.7 1799.3 182.1
48 71 23 33| 13.88260.41 20.48] 985.3 5989.4 675.9

Table 6.7:Results of Experiments on nxnxn Regular Meshes, Impulse Input.

size iterations time/iteration (msecq)  total time (msecs)
n|DSCG ICCG STCG|DSCG ICCG STCG| DSCG ICCG  STCG
8 34 12 23 31 153 .43 10.7 18.3 9.8
16 61 20 34 74 9.94 1.05 450 1988 35.6
32 107 34 44| 4.20 76.76 5.53| 449.4 2609.8 243.1
48| 144 45 541 12.62251.93 18.69] 1818.4 11336.8 1009.1
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6.2.4 Results from 3D regular meshes (8xBx

Table 6.8:Results of Experiments on 8x8xn Regular Meshes, Random Input.

size iterations time/iteration (msecg) total time (msecs)
n| DSCG ICCG STCG|DSCG ICCG STCG| DSCG ICCG  STCG
8 38 15 29 30 149 48 115 223 138
16 51 18 31 .38 268 .58 19.2 48.2 18.0
32 72 24 29 49 501 .80 35.4 120.3 23.2
64| 115 38 32 .66 954 1.13 76.3 362.7 36.3
128 186 66 38| 1.15 18.66 1.98] 214.6 1231.8 75.2
256| 292 94 53| 1.99 37.67 3.24] 580.9 3446.7 171.9
512| 426 138 72| 3.74 7295 5.91] 1591.6 10066.6 425.2
1024 815 261 90| 7.05145.01 11.57] 5741.8 37848.2 1041.7

Table 6.9:Results of Experiments on 8x8xn Regular Meshes, Impulse Input.

size iterations time/iteration (msecg) total time (msecs)
n|DSCG ICCG STCG|DSCG ICCG STCG| DSCG ICCG STCG
8 49 16 35 30 148 .46 14.8 236 16.2
16 64 22 39 36 265 .57 23.2 584 222
32 98 32 41 48 494 .77 46.7 158.2 317
64| 145 47 45 .69 947 1.06] 100.7 4452 47.6
128| 246 79 54| 1.16 1857 1.88| 2853 1467.1 101.7
256| 453 147 63| 1.95 36.58 3.31|] 881.3 5377.3 208.7
512] 870 282 83| 3.71 72.62 5.95| 3230.7 20479.8 493.9
1024 1714 553 111| 6.96 144.32 11.32 11935.6 79811.1 1256.7
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6.3 Summary and Discussion

In this chapter, we presented an evaluation of support tree preconditioners. Through numerical experiments run on a
single vector processor of a Cray C-90, we have demonstrated that on both irregular and regular meshes:

« the performance of STCG, in terms of iterations to converge, meets or exceeds the performance of ICCG,
which in turn, outperforms DSCG.

In all but one of the sets of experiments reported here, STCG began to outperform ICCG on fairly small
matrices (2000 to 5000 nodes), with the difference in performance increasing with the size of the problem.
In the experiments in which STCG did not outperform ICCG in terms of convergence rate, convergence
was extremely rapid, so acceleration from preconditioning had a minimal effect, and STCG exhibited per-
formance very close to that of ICCG. On problems that take many iterations to converge, STCG requires
far fewer iterations than does ICCG.

* interms of execution time, STCG outperforms both ICCG and DSCG on scalar processors, and far outper-
forms them on vector processors.

On a scalar machine, execution time is the product of the number of iterations and the time/work per iter-
ation. In comparison to DSCG, our analysis showed that STCG requires slightly less than twice the

amount of work per iteration, and our experiments showed that STCG requires fewer than half the number
of iterations. Hence, STCG is preferable to DSCG for large problems on a scalar processor. Analysis also
showed that STCG requires less work per iteration than ICCG, and our experiments showed that, in most
cases, STCG requires fewer iterations. Therefore, STCG is also preferable to ICCG on scalar processors.

All our experiments were performed on a single vector processor of a Cray C-90. Without exception, for
large meshes STCG outperformed both DSCG and ICCG, often by very wide margins.The reason for the
performance advantage is that the STCG preconditioner has a tree structure, which allows all nodes at a
given level to be evaluated in parallel.

STCG preconditioners can be easily and efficiently level scheduled by leaf raking. The lower triangular
matrices that appear in ICCG will not, in general, allow as many nodes to be evaluated in parallel as can be
evaluated in STCG. For example, in the case of square meshes, moderate parallel efficiency can be
obtained by ordering the nodes so that the incomplete Cholesky preconditioner is evaluated along diago-
nals of the mesh [Dongarrat al (1991), Golub and Ortega (1993), van der Vorst (1989b)]; famxan

mesh, this ordering requires parallel steps with an averageré® nodes evaluated in parallel at each

step. In contrast, the STCG preconditioner fonemmesh yield[ logn] parallel steps with an average

of nzllogn nodes evaluated at each step.

For irregular graphs, the ordering problem is even more complicated. Figure 6.11 shows the graph struc-
ture of the incomplete Cholesky preconditioner for the fifth mesh in the crack series (160 nodes). An
examination of the graph shows that it would be difficult to determine an optimal evaluation order for level
scheduling. In contrast, Figure 6.12 shows the graph structure of the support tree preconditioner for the
same graph. The simplicity of the support tree structure is apparent. Moreover, we believe that the regular
structure of the support tree also makes implementation easier on distributed memory machines by reduc-
ing the amount of communication and synchronization required.

Additional parallelism of STCG is possible due to the tree structure of the STCG preconditioner — sepa-
rate subtrees may be evaluated in parallel on multiple vector processors.
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Figure 6.11: The graph structure of the incomplete Cholesky preconditioner for the 160
node crack mesh.
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Figure 6.12:The graph structure of the support tree preconditioner for the 160 node crack mesh.
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7
Extensions and Applications of Combinatorial Analysis

Chapters 3-6 of this thesis presented a description of a new class of combinatorial preconditioners. The theoretical
properties of these preconditioners were analyzed with a collection of tools based on the equivalence of Laplacian
matrices, resistive networks, and edge-weighted, undirected graphs. In this chapter, we show how the same set of
tools can be used to extend the domain of support trees to all symmetric diagonally dominant matrices. We also show
how the techniques used to analyze support tree performance can be used in the analysis of a standard problem in lin-
ear algebra.

7.1 Symmetric and Diagonally Dominant Matrices

In the preceding chapters, support trees were defined and analyzed for coefficient matrices that were symmetric, diag-
onally dominant, and had non-positive off-diagonal elements. There is a very straightforward way to extend support
trees to handlall symmetric and diagonally dominant matrices.

Consider the case of real symmetric diagonally dominant matrices with some positive off-diagonal elements. One of
the simplest examples is

M = tﬂ (7.1)

Writing out the equation for the first component of Mu yields= u; +u, = u;—(-u,) . Thay ispoks like

the current resulting from a resistive connection between mpded thenegativeof noden,! Therefore, we get the
should get the same result igrandi, usingM as we would from the matrix of a network twice as large in which
noden, is connected to a nody andn, is connected tay,, where y = -u; anduy = -u,. The corresponding linear
system is shown below.
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1 100"
2 |0 1 -1 0f| Y2 (7.2)
-yl |0 1 0|y
i -1 0 0 1 U,

A positive off-diagonal in some sense represents a negative conductance, but can be realized in a network of twice the
size using only positive conductances. The networks corresponding to the matrices in (7.1) and (7.2) are illustrated in
Figure 7.1.

Vi Vo
C12: -1

Vie——— V2 Ciz=1 Crp=1
_Vl Vs

1 0 0 =

{11} 0 1-0

11 0-110

-1 0 0 1

Figure 7.1: Resistive Networks with Negative Conductance.
a) A simple network with negative conductance.
b) The corresponding network with positive conductances.

We now formalize these observations. First, we expand the notion of a Laplacian matrix to tigenefadized
Laplacian which may include positive off-diagonals:

7.1 Definition: (generalized Laplacian) is a generalized Laplacian matrix (generalized Laplacian) if L is
real, symmetric, and diagonally dominant.

Next, we define the notion of @axpanded matrixwhich formalizes the relationship between generalized Laplacian
matrices like that in (7.1), and the larger related Laplacian matrices like that in (7.2).

7.2 Definition: (expanded matrix)et L be an nxn generalized Laplacian matrix. Then L = N + P, where N is
a Laplacian matrix and P is symmetric and diagonally dominant with non-negative off-diagonals=Let M
M; + M, be a 2nx2n matrix constructed as follows
o My(i,)) =My(n+i,n+) =NG,j), 1<ij<n
e if P(i,j) =P(,) # 0,then
o My(i,i) = My(n+i,n+i) =P(i,i);
© M) =Ma(ntj,n+j) =P(.));
© Mg(i,nt)) =Ma(n+,i) =-P(i.j);
o My(j,n+i) =My(n+i,j) =-P(j,i).
M is a 2nx2n Laplacian matrix; we call M the expanded matrix, or expansion, of L.

Note that, ifM is a standard Laplacian, then the expansidvl &f simplyM = {L } .
oL
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7.3 Lemma:Let L be an nxn generalized Laplacian matrix. Let M be the expansion of L. Let u be any vector of

applied voltages = [ul un]t, and let w = [Ul Uy (=ug) (_un)]t ,i = Lu,andj = Mw.

Then, forallkO{1...n} ,we have, = j, = =,

proof.

Letk O {1,...,n}. From the construction d¥l, we have that can be written als =N + P, where

N is a Laplacian ang& is symmetric and diagonally dominant with non-negative off-diagonals.
LetR={ry,...,Iy} be the set of non-zero indices of tkté row ofN, andS= {s,,...g}} be the

set of non-zero indices of the kth rowfdfAssume that; ands; are the indices of the diagonal
elementsr, =k =s,. Then,

o= 3 NGk U+ 3 Pk 9)ug
and,
= %F(k, rw, + %F(k, S+ MW
= JNC i 5 Pl D)) Pl )
= YNk ), 3 PR g
= Iy
And a similar derivation showg = H,+n.
"

The definitions and lemma above show that a generalized Laplacian formally corresponds to a Laplacian of twice the
size, the expansion. Since the expansion is a Laplacian, all the tools developed in the previous chapters can now be
applied. We can now construct a support tree for any symmetric diagonally dominantLnigtrixst constructing

the expansioiM, and then using the graph structurd/ofo construct a support tree fdr STCG can then be applied

to the linear system defined M; which is only a constant factor larger than that defineld by

It may be the case that whileis non-singular with some positive off-diagonals, the graph correspondvigtm-

sists of two unconnected components. This can be easily detected by running a connected components algorithm on
the graph of M. Such algorithms have run times of o@{eiogn), wherem s the number of edges ands the num-

ber of nodes. Since we are dealing with sparse graptssO(n), so connectivity can be determined in nearly linear

time.

LetL be a generalized Laplacian with expangirit may be that the graph topology underlyingontains informa-
tion that may be used to construct the support trelfdrhis is an area of research that we have not pursued.

7.2 Bounding the Largest Eigenvalue

In this section, we show how the theoretical tools developed for support tree analysis can be applied to a standard
problem in linear algebra — bounding the eigenvalues of a matrix. This is a problem of both theoretical and practical
interest. For example, given a symmetric positive definite mafrfar polynomial preconditioning and for Cheby-

shev acceleration, it is necessary to know an intdgval [a,b] which contains the spectrum A&f A(A). [Ashby

(1987), Hageman and Young (1981)].
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A common method for finding an upper bound on the eigenvalues is the Gerschgorin Circle Theorem. Following the
treatment of Golub and Ortega (1993),Adte a square matrix of orderand define

r = Z |aij|,i =1..,n
j#i
N = {z:|z—a]-i|sri} ,i=1,..n
Then the\; are disks in the complex plane centerealjatith radiusr;.

7.4 Gerschgorin’s TheoremAll the eigenvalues of A lie in the union of the disks..,\,,. Moreover, if S is a

union of m disks such that S is disjoint from all the other disks, then S contains exactly m eigenvalues of A
(counting multiplicities).

Thus, using Gerschgorin’s Theorem, the magnitudeg,gf, the largest eigenvalue Af must be less than or equal to
the furthest extent of any of the Gerschgorin disks. That is, for a matrix with all real eigenvalues:
}‘maxs ma>ﬁ{ a; + ri}
Gerschgorin’'s Theorem provides a quick and easy way to estimate eigenvalues. For a real symmetric matrix, simply

compute the sum of the absolute values of all the elements on a row/column of the matrix; the largest sum is an upper
bound oM 55

The combinatorial techniques developed for the analysis of support tree preconditioners can be used to quickly sup-
ply a bound on the maximum eigenvalue for real symmetric non-diagonal matrices that can be tighter than that
obtained using Gerschgorin’s Theorem. In particular, Lemma 7.7 will show that for matrices corresponding to con-
nected graphs, the method is to simply find the largest sum of two diagonal elements that are connected by a non-zero
off-diagonal; that is,

A max< max{ a; +ay; gy #z0} . (7.3)
For many graphs, this method often provides a tighter bound than does Gerschgorin’s Theorem. A similar result for
all Laplacian matrices is presented in Theorem 7.8.

To illustrate the application of Gerschgorin’s Theorem and our combinatorial result, several example matrices are
presented in Figure 7.2. All of the eigenvalues were computed using Matlab [MathWorks (1992)].

e The Dirichlet matrix of order 4 shown at the top of the figure is derived from a finite difference discretiza-
tion of Laplace’s equation in one dimension with Dirichlet boundary conditions: the actual valyg, of
is 3.6180, while the Gerschgorin and combinatorial bounds are both 4.0.

e The Poisson matrix of order 9 shown at the center of the figure is the Laplacian matrix of a 3x3 mesh: the
actual value of\,a is 6.0, the Gerschgorin bound is 8.0, and the combinatorial bound is 7.0. For the
Dirichlet and Poisson matrices, the Gerschgorin bounds are quite good, and the combinatorial bound pro-
vides little improvement.

*  The Laplacian matrix of a “wagon wheel” graph of order 9, is shown at the bottom of the figure: the actual
value ofA,a«is 9.0, the Gerschgorin bound is 16.0, and the combinatorial bound is 11.0.

The theory behind this new method of combinatorial eigenvalue estimation is only the newest of many results that
combine the seemingly different areas of matrix theory, graph theory, and circuit theory. Fiedler (1973) was one of the
first to establish an interesting relationship between a graph and its corresponding connectivity matrix. He showed
thatA,, the second-smallest eigenvalue of the connectivity matrix of a graph, is non-zero if and only if the graph is
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2-1 0
D=1 2-1
01 2-
0 01
Dirichlet matrix of order 4.
Amax = 3.6180, Gerschgorin bound = 4.0, combinatorial bound = 4.0

2-1 01 0 0 00
1 3-1 0-1 00O
0-1 2 00-1 00
-1 00 3-1 0-10
P=10-10-1 4-10-10
001 0-1 300
000-100 24
000O0-1 0-1 3
000O0O0-1 04

Poisson matrix of order 9.
Amax= 6.0, Gerschgorin bound = 8.0, combinatorial bound =7.0

0 -1

3-1 00 0O

-1 3.1 0 0 0 0 04
0-1 31 0 0 0 0 -
0 01 3-1 0 0 0+

W=1000-13-10 0+
000 0-1 3-1 0-
0000 O0-1 3-1-
-1 0000 0-1 3-
1-1-1-1-1-1-1-1 |8

B FRFPFFRFPF

“Wagon wheel” matrix of order 9.
Amax= 9.0, Gerschgorin bound = 16.0, combinatorial bound = 11.0

Figure 7.2: Example matrices with maximum eigenvalues,
Gerschgorin bounds, and combinatorial bounds.

connected; he callekl, the algebraic connectivityf the graph. Pothert al (1990), and Hendrickson and Leland

(1992) are among the proponents of spectralapproach to graph partitioning, which uses the eigenvectors of the
connectivity matrix of a graph to partition the graph. Chanetra) (1989), and Doyle and Snell (1984) discuss the
relationship between the resistance of the electrical network corresponding to a graph and properties of random walks
on the graphs.

Our theory builds primarily on these latter results dealing with the electrical resistance of a graph. In particular, we
show that the largest eigenvalue of a matrix is bounded by the gain factor needed for one type of circuit to conduct the
same amount of current as the circuit corresponding to the matrix.

SinceA(A) = A(A,l), we can apply the same methods used for bounding finite generalized eigenvalues of Laplacian
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matrices to bounding eigenvalues of any real symmetric matrices. We start by bounding eigenvalues of generalized

Laplacian matrices. The trick is to use the augmented matrix instead of the generalized Laplacian. This is justified
with the following lemma.

7.5 Lemma:Let A and B be Laplacian matrices with augmentations E and F respectively. dffinite gen-
eralized eigenvalue with corresponding eigenvektsuch that

AX = ABx

then

Ey = AFy, wherey = H
0
proof:
A andB are Laplacian matrices, so there exist matidell, R andSsuch thah=M + R, B =

N + S whereM andN have the zero row/column sum property, and Bo#mdS are diagonal.

letr =diag(R), ands = diag(S), wherediag(A) = [all,...,ann]t. The augmentation process yields
matricesk andF, where

E = A —r F =
—rtrlg

Let A O A(A,B), with associated unit eigenvectarThen,

!_Bt _S],andl =1

st st1

AX = ABx
1tAx = 1']ABx
1M+ R)x = 1'A(N + §x

1tMx + 1'Rx = 1tANx + 1tASx

M andN have the zero column sum propertyMx = 0 = 1'ANx , so the equation above
yields
1'Rx = 1'ASx
rtx = Astx

Now, lety = [x4,0]!, and consideEy andAFy:
Fy = B —s||x| - | Bx
—st s'1][0]  |-s'x
Ey = A —r||x| _ | Ax| _ | ABx = AFy
—rtrt1] [0 —rtx|  |-As'x
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The lemma above holds for Laplacian matrices. To deal with generalized Laplacians (those with some positive off-
diagonal values), we need to first compute the expansion, then the augmentation. That an upper bound on the eigen-
values of the expansion is also an upper bound of the eigenvalues of the original generalized Laplacian is shown in
the next lemma.

7.6 Lemma: Let A be a generalized Laplacian matrix, and let M be the expansion of AATRgA) <
AmaxM).
proof:
If A contains no positive off-diagonals, thins simply double the size &, with a copy ofA
at the upper left and lower right corners (and O elsewhere). Therefore the eigenviduse of

simply the eigenvalues &f with twice the multiplicity. ThusA,a(A) < Ana{M).

SupposeA contains at least one positive off-diagonal. Thei$ constructed so that, given any

vectoru,
MUl = Au
-u —AuU|

Letx be a unit eigenvector corresponding\t9=Aa{(A). Then

2] =[50 = 2l ]

SoAn, is also an eigenvector M. Therefore\,5(A) = Ay < ApaM).

Consider bounding the largest eigenvalue of the mAtdarresponding to a simple path on 4 points with no ground-

ing. That is, we are trying to bough5(A) = AmaxAl). The steps in determining a combinatorial bound are illus-
trated in Figure 7.3. The first step is to augmérnb form E, and| to form J. Then, we use the combinatorial
techniques developed in Chapter 4 to bohpgdyE.J), the largest finite generalized eigenvalue®f) To do this,

the network corresponding to J is partitioned to support each of the edgesha worst support is for the central

edge between nodes andvs. This edge has conductance 1 and is supported by a path of length 2 with conductances
of 1/2, yielding a support number of 4. Therefdgg,(A) < 4.0, which in this case is identical to the Gerschgorin esti-
mate. The actual eigenvalue determined using Matlab is 2.6180.

This example previews the technique that will be used to prove the main result in this chapter.
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Figure 7.3: Bounding Eigenvalues with Augmentation and Support Analysis.
a) A is the matrix of a path, while I is the identity matrix
b) B is the augmentation of A; J is the augmentation af is the ground node.
¢) The edges of J have been partitioned to support the edges of B. The edges of B have
been disconnected from each other in order to clarify the support relationships.
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7.7 Lemma:Let A be a generalized Laplacian matrix corresponding to a connected grapril.:tetz |aij| ,
j £
i = 1,...,n.The largest eigenvalue of A, is bounded above by

Amax< max{ a;; + ajay; # 0}

proof:

Let A be a Laplacian matrix ari8lits augmentation. Let be the augmentation of the identity
matrix. Letv; be any node in the resistive network correspondif) teet a;q be the weight of

the connection (if any) betweef and the ground node. Let the weights of the connections
fromv; to other nodes be denoted,... dim). Since the graph of A is connected, every node is
connected to at least one other node. Suppose;tisaadjacent tw;, and leta;; = o, be the
weight of the edge betweenandy;. See Figure 7.4 for an illustration.

(o g
j2 _ im(i)
aj1=0p /

«——— ground node
Figure 7.4: Labeling the weights of connections to a node.

The network corresponding fbconsists only of edges unit weight between the ground node
and all the other nodes Bf Each of these connections to ground must be partitioned to pro-
vide support to the edges Bf Partition the edge from ground to nogénto m(i)+1 pieces
such that the piece supporting the edgB wfith weighta;, has itself weighy;, given by

_ o Ok
Yik = mm

Igouil

Similarly, partition the edge from ground tpsuch that each edge of weighj is supported
by an edge of weighdy given by

This weighting assigns support proportional to the product of the conductance of the edge
being supported and the length of the support path.

Now, consider supporting the edge betweeandy;; this edge has weiglatj; = aj;. This is
supported by a path of length 2, with total path conductance of



page 118

o.

1 i1
C.. =
! O, 20 2%ty

iy Oy

The last equality follows from the fact thag = ;.

The support number is the gain factor needed to make the path conductance greater than or
equal to the weight of the edge, and is therefore given by the ratio of the edge conductance to
the path conductance. Therefore, the support of the edge being consigeiediven by

Qg ,E_ G E .
g: = — =0q; 127 =) Q; a.
ij Cij i1 0 o, _,_ZGJ_ID z il z jl

From the relationship between Laplacian matrices and resistive networks, for amy,node
m(i)
Ay = z o
=0
Therefore, we obtain

Similarly, from the definition of the support weighting, the support for the edge grounding
nodev;, gj;, is

Applying the techniques from Chapter 4, we find t&,J) < max{o;}. Then, by applying
Lemma 4.4, we have the result for Laplacian matrices.

Finally, any generalized Laplacian can be expanded to a Laplacian and the same procedure
applied. Expansion does not change any of the diagonal values, so the result holds on the orig-
inal matrix.

Now we have the tools needed to prove the main résult.

7.8 Theorem Let A be a real symmetric matrix. qut: z |aij|' i =1,...,n.The largest eigenvalue of A
j#i

Amax IS bounded above by

Amax< max{ { (g; + ajj):aij #0} O{ay . a, =00 #k}}

proof:

1. We would like to acknowledge and thank Dr. J. Demmel at the University of California at Berkeley who reviewed an early version of
this chapter and found an error in a stronger version of this theorem.
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Lemma 7.7 handled the case in whielwvas a generalized Laplacian corresponding to a con-
nected graph. Therefore, consider the case wWhera generalized Laplacian, but correspond-

ing to a graph with two or more connected components. Ahisrcalledreducible and there

exists an ordering of the vertices in the graph correspondiAgtich tha® is block diagonal

[Golub and Ortega (1993), Varga (1962)]. Each component with two or more vertices can be
dealt with as in the proof of Lemma 7.7, and the same result holds. The catch comes when a
component contains only a single, grounded node; this corresponds to a non-zero diagonal ele-
mentay, for which all other entries in row/colunkrare zero. In such a case, only the grounded
edge needs to be supported, and the support number is the conductance of thgt édge:

ure 7.5 illustrates a simple example.

Vi Vo V3 Vi Vo V3
OIEORE Q0 O O
a)

241 10
A=1|1 2 =101
00 00
Vi Vo V3 V1 V2 V3
Vo Vo
b) 2-1 0- 1 0 0=
5= |1 2 0= ;=01 0=
0 0 5- 0 0 1-
-1-1-5 -1 -1-1
Vie Vi Vo Vo V3
1/2 172 1/2
c)

Vo
011=2 014 0272 033=5

Figure 7.5: Support Analysis for a Two-Component Graph.
a) A is the matrix of a graph with two components; | is the identity matrix.
b) B is the augmentation of A; J is the augmentation of I.
¢) The edges of J have been partitioned to support the edges of B. The edges
of B have been disconnected to clarify the support relationships.

Now, consider the case in whighis symmetric, but not a generalized Laplacian. Assume that
A is irreducible(that is, the graph of A contains a single connected component) ATimest

not be diagonally dominant. In this cages L + D, whereL is a generalized Laplacian with
the zero row/column sum property, abds a diagonal matrix. At least one of the elements of
D must be negative.
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Let & = max{ |d”|} , and leB = A +3l. ThenB is a generalized Laplacian, and
Amax(B) = Ao A +3
By Lemma 7.7,
AmaB) max{ (by; +b;;)/2 : b, %0} .
But, bii =g + 0, SO
)\max(A) = Ama)&B)_6
<max{ (b +b;;)/2 : by #0}-3

= max{ ((g; +6+ajj +d)/2) : bij #0} -0

max{ ((a;; +a;)/2+9) : by #0}-3
= max{ (aj; +a;)/2 : by #0}

Now, in the case that A is reducible, the argument above holds as long as all the components
have more that one vertex. In the case in which one or more components has a single, grounded
vertex, then essentially the same sequence of steps follows. B is a generalized Laplacian, so we
have:

AmaxB) < max{{(b;; + bjj)/2 : bij #0} O{by, : b, =0,0#k}}
As for the irreducible case, we then subtéaftbm both sides, and the result follows.
| |

As an example of the improved bounds possible with this combinatorial estimate, consider the matrix/graph shown in
Figure 7.6. The graph resulted from the finite element discretization of a cracked plate (the crack runs from the center
of the left side to the center of the plate), and is the first in a sequence of mesh refinements. The matrix shown is the
Laplacian of the graph in which all edges have been assigned unit weight.

e The Gerschgorin bound on the largest eigenvalue of the matrix is 18.0.
¢ The combinatorial bound using the formula from Theorem 7.8 is 12.0.

¢ The largest eigenvalue (obtained using Matlab) is 10.0.

7.3 Summary

In this chapter, we have shown how to extend the use of support trees as preconditioners to the class of generalized
Laplacian matrices, which are matrices which are symmetric and diagonally dominant. The method is straightfor-
ward, involving creation of a graph of double the size of the original graph (corresponding to the expansion of the
generalized Laplacian), and constructing a support tree for that graph. There may exist methods to construct support
trees for generalized Laplacian that do not involve creation of the expanded graph; we have not yet researched this
issue.

The class of generalized Laplacians are the largest class of matrices for which support trees can presently be con-
structed. The extension of support tree technology to the class of symmetric positive definite matrices is the next log-
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Figure 7.6: Finite Element Mesh and Laplacian Matrix
The graph was obtained from a finite element discretization of a cracked plate. The crack runs
the left side to the center. Nodes 2 and 3 are colocated in space, but lie on opposite sides of the
and are not connected. The matrix is the Laplacian of the graph with unit edges.

ical step, and remains a research issue.

In addition to the extension of the support tree technology to generalized Laplacians, we also demonstrated the appli-
cation of combinatorial techniques to the problem of bounding the largest eigenvalue of a symmetric matrix. We
showed that, in some cases, the combinatorial estimate can be better than an estimate made using Gerschgorin’s The-
orem. The combinatorial estimate has a particularly simple form, and can be easier to compute that the Gerschgorin
estimate.
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8
Discussion and Recommendations

This thesis presented a new approach to the parallel iterative solution of linear systems. In this chapter, we discuss the
results presented in the previous chapters, and present recommendations for future work in this area.

8.1 Support Tree Conjugate Gradients

The support tree conjugate gradients (STCG) method is a variation of preconditioned conjugate gradients (PCG), and
is characterized by the form of the preconditioner. Standard preconditioned conjugate gradients methods, like diago-
nal scaling (DSCG), incomplete Cholesky (ICCG), modified incomplete Cholesky (MICCG), or symmetric succes-
sive over-relaxation (SSOR-CG) are constructed based on the algebraic properties of the coefficient matrix. In fact,
each of the standard preconditioners can be defined by a straightforward algebraic equation involving a decomposi-
tion of the coefficient matrix into additive terms. In contrast, a support tree preconditioner is defined by a construction
procedure that is dependent upon the topological properties of the coefficient matrix.

STCG can only be applied when the coefficient matrix is a generalized Laplacian; that is, the coefficient matrix must
be symmetric and diagonally dominant. The construction procedure reported in Chapter 3 only applies to Laplacian
matrices (symmetric, diagonally dominant, with non-positive off-diagonals), although Chapter 7 reported a technique
that can be used on a linear system with a coefficient matrix that is a generalized Laplacian to construct an equivalent
linear system with a Laplacian coefficient matrix.

Unlike standard preconditioners, support trees were designed with parallel computation in mind. The construction of

support trees is a straightforward implementation of recursive divide-and-conquer, which can be easily parallelized.
The application of support trees takes advantage of the parallel efficiency obtainable with tree structures.

8.1.1 STCG performance

Three requirements for a “good” preconditiolBegiven a coefficient matriA were stated in similar terms by both
Axelsson and Barker (1984), and van der Vorst (1989). We can evaluate STCG based on these requirements.

1. K(B‘lA) should be significantly less tha(A).
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In Chapter 4, we defined a mcl)del problem discretized ontoxammesh for whichk(A) = O(nz)
[Guo(1990)]; we showed that(B ~A) = O(nlogn) f@the reduction of a support tree. In contrast, we
have the following for the standard preconditioners [Guo (1990)]:

«  DSCG isO(n?);

« ICCGisO(n);

* MICCG isO(n) with the optimal relaxation parameter;

* SSOR-CG ig(n) with the optimal relaxation parameter.

Therefore, STCG has a better condition number than the simple DSCG and ICCG preconditioners, but not
as good as the more elaborate MICCG and SSOR-CG preconditioners. However, these more elaborate
preconditioners require optimal relaxation parameters to achieve the best results, and the computation of
these parameters depends on algebraic properties of the coefficient matrices and can be difficult to com-
pute.

2. The preconditioner should be easy to compute.

Support trees are straightforward to compute using standard methods for graph partitioning. No elaborate,
special purpose data structures are required.

3. The preconditioned system should be easy to solve; that is, the time required to solve the preconditioned
system should be small with respect to the time required for an unpreconditioned iteration.

Support trees are very sparse; as shown in Chapter 3, support trees can be more sparse (that is, have fewer
non-zeros) than the original coefficient matrix. Moreover, the support tree provides an extremely regular
data structure for efficient execution. Therefore, STCG can be implemented at least as efficiently as gen-
eral versions of ICCG (recall from Chapter 3 that there is a particularly efficient implementation of ICCG
applicable to matrices whose corresponding graphs have no triangles), MICCG, or SSOR-CG; addition-
ally, the regular structure of STCG should provide more efficiency. Only DSCG is more efficient on a per
iteration basis than STCG, but DSCG requires significantly more iterations.

Conditions 1 and 3 are not independent. In practice, the reduction in the number of iterations (condition 1) must be
balanced against the time required to solve the preconditioned system (condition 3). A large reduction in condition
number can lead to a significant reduction in the number of iterations, and justify the user of a preconditioner that
requires a comparatively large amount of computation time to solve the preconditioned system. We have shown that
support trees yield a significant reduction in the condition number while also requiring little time to solve the precon-
ditioned system.

8.1.2 STCG parallel performance

STCG was designed with parallel performance in mind. The construction of a support tree is an application of a
recursive divide-and-conquer process. When bisection is used, each step of construction yields two smaller, simpler
subproblems. Therefore, a complete support tree for a mesmAivitbdes can be constructed@flogn) parallel

steps. Additionally, each partitioning step in support tree construction requires application of some graph partitioning
algorithm. There is parallelism inherent in the partitioning algorithm which can also be taken advantage of.

During application of STCG, each iteration involves solving the preconditioned system. As discussed in Chapter 3,
this can be done patrticularly efficiently in parallel by applying leaf raking and the parallel evaluation of subtrees. In
general, for a mesh with? nodes, STCG requiré3(logn) parallel steps to solve the preconditioned system. In con-
trast, with diagonal ordering, ICCG, MICCG, and SSOR-CG redd(rg parallel steps. Again, DSCG is the most
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efficient, requiringd(1) diagonal steps, although requiring many more iterations.

8.2 STCG is not Multigrid

While similar in some respects to multilevel methods, STCG is not a multilevel method. The defining characteristic of

a multilevel method or a multilevel preconditioner is the approximate solution of the underlying PDE at multiple lev-
els of resolution. In contrast, STCG simply passes averaged information across the mesh using an alternate structure;
no solution is computed at any level except the original.

For most multilevel methods, each grid is a discretization of the underlying PDE, and the method depends on having
a nested sequence of grids. In contrast, STCG makes no claims about the underlying PDE, and multiple grids are not
required. Most multilevel methods, construction is bottom up, from coarse grids to fine. That is, the development of a
multilevel method requires grid refinement; an exception to this is AMG (Algebraic MultiGrid). In contrast, STCG
starts with the finest grid and does not utilize a nested sequence.

The general statements above about multilevel methods do not apply to AMG. However, AMG is a complicated algo-
rithm that applies local analysis to determine a coarse grid given an initial fine grid. AMG is applicable to the same
class of matrices that STCG was initially constructed for - Laplacian matrices, but we have shown how STCG can be
extended. Furthermore, we believe that STCG is a simpler algorithm.

An example helps to highlight the difference in behavior between full multigrid, STCG, and CG. All three algorithms
were run on the same problem, so that the number of iterations and the behavior of the iterates could be compared.

* Figure 8.1 illustrates the qualitative convergence behavior of full multigrid on a simple example for which
convergence took only 6 iterations of a complete V-cycle. The full multigrid used a single iteration of
Gauss-Seidel for smoothing at each step. Notice that the shape and magnitude of the solution are nearly
achieved at the first iteration. Succeeding iterations do little more than adjust the values of the iterates.

* Figure 8.2 illustrates the behavior of STCG on the same simple example. The support tree used was con-
structed using binary partitioning and was boundary weighted. STCG took 21 iterations to converge, but
only the first 5 iterates are shown. In the case of STCG, little of the solution’s final shape is exhibited in
the first iterate. Interestingly, though, the mesh partitioning is visible in the rough shape of the first iterate.
Succeeding iterations add both shape and value.

« illustrates the behavior of unpreconditioned CG on the same problem. CG took 28 iterations to converge,
but only the first 5 iterates are shown. In the case of CG, the first iterate exhibits much of the shape of the
final solution, but the values are too low. The figure shows that the iterates of CG change slowly, compared
to those of the other two methods.

The experiment reported in Figures 8.1 through 8.3 help place STCG within the taxonomy of iterative methods. CG is
the most local of the three methods compared. The behavior of CG shows that local information (e.g.: the shape of the
curves in Figure 8.3) is accurately communicated with the first iterate, but global information such as the average
magnitude of the solution values is slow to propagate. CG is easy to implement, and requires no special knowledge of
the PDE or the underlying mesh. The behavior of full multigrid shows that both local information and global informa-
tion is propagated rapidly. Full multigrid is the most complex of the methods to implement, and often requires infor-
mation beyond simply the coefficient matrix and the forcing function. STCG lies somewhere in between full
multigrid and CG, both in performance and difficulty of implementation. STCG propagates averaged global informa-
tion, but smooths out local variation in the early stages of iteration. STCG is straightforward to implement, and
requires only the coefficient matrix and forcing function for construction.
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Figure 8.1: The convergence behavior of full multigrid.
The first five iterates of full multigrid are shown as dotted lines. k is the iteration number.
The solution is the solid line at the top of the figure.
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Figure 8.2: The convergence behavior of support tree conjugate gradient.
The first five iterates of support tree conjugate gradients are shown as dotted lines.
The solution is the solid line at the top of the figure.
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Figure 8.3: The convergence behavior of conjugate gradients.
The first five iterates of conjugate gradients are shown as dotted lines.
The solution is the solid line at the top of the figure.
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8.3 Recommendations for Future Work

8.3.1 Optimal support trees

In the preceding chapters, we chose simple rooted trees for the structure of our preconditioners. This topology was
simply chosen because it naturally reflected the properties of the recursive divide-and-conquer approach that was
used. The optimal shape for a preconditioner is an open question.

Reflecting on the similarities and differences between support tree preconditioners and multilevel preconditioners, it
is likely that the optimal shape includes some cycles. Recall that support trees are primarily characterized by support-
ing efficient communication across a mesh. Multilevel preconditioners, on the other hand, involve solving the prob-
lem on a coarser mesh. Figure 8.4 illustrates both types of preconditioners for a simple 4x4 mesh. The support tree
shown in a) is easy to construct and has excellent parallel properties, but does not converge as quickly as the multi-
level preconditioner shown in b) that is difficult to construct and has poorer parallel properties.

a) b)

Figure 8.4: The topology of a support tree and a multilevel preconditioner.
a) Support tree preconditioner for a 4x4 mesh. b) Multilevel preconditioner for a 4x4 mesh.

Recall that, for amxn square mesh, the condition number of the coefficient mat®nd. With a support tree pre-
conditioner, the generalized condition number dropgd(tdog™n), while with a multilevel preconditioner, the gener-

alized condition number i©(1). Clearly, solving the equation at a coarser level (multilevel) is more powerful than

just passing averaged information (support trees). On the other hand, for an arbitrary graph, it is easier to construct a
support tree, given only a coefficient matrix, than it is to devise a multilevel solution.

A worthwhile research goal for the future would be investigate ways to combine the two techniques of STCG and
multigrid to develop an easy to implement and powerful preconditioning technique.

8.3.2 Efficient implementation for generalized Laplacians

In Chapter 7, we showed how to construct a Laplacian matrix equivalent to a generalized Laplacian. This construction
involved doubling the number of nodes in the graph, and then making connections based on the sign of the connection
in the original matrix. While this is satisfactory from a theoretical point of view, it is less than satisfactory from a
practical point of view to double the size of the problem.
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The generalized Laplacian clearly contains all the information in the expanded Laplacian of twice the size. It should
therefore be possible to analyze the generalized Laplacian and construct the support tree without ever making the
transformation to the larger, equivalent, expanded Laplacian matrix.

A research goal for the future should be to focus on the mapping from a generalized Laplacian to its expansion and
develop techniques to construct support trees for generalized Laplacians without ever performing the expansion step.

8.3.3 Extension to all symmetric positive definite matrices

We discussed support trees initially in the context of Laplacian matrices, which are symmetric, diagonally dominant,
and have only non-positive off-diagonals. In Chapter 7, we showed how to extend the approach to generalized Lapla-
cians which are symmetric and diagonally dominant, but may have otherwise arbitrary off-diagonals. The next logical
step is to extend the methodology to all symmetric positive definite matrices.

8.3.4 Additional numerical experiments

Since STCG is a new method, more experimentation is needed to fully characterize it. The following additional
numerical experiments should be performed:

e Test STCG over a larger range of problems. In particular, problems should be used that have parameters
that vary across the mesh, and are defined on highly irregular meshes.

e Test STCG on multiple vector processors. In this thesis, we demonstrated the efficiency of STCG on a sin-
gle vector processor of a Cray C-90. The performance improvement should be even greater if multiple
vector processors are used and the support tree implementation takes advantage of both level scheduling
and multiple independent subtrees.

* Test STCG on a massively parallel processor. The structure of the support tree is very regular and involves
relatively litle communication and should therefore be a good candidate for efficient implementation on
an MPP.

* End-to-end timings of STCG should be performed. The performance analysis presented in this thesis only
dealt with the performance of the iterative solution phase and ignored the timing for the construction
phase. The construction of support trees requires repeated application of some graph partitioning algo-
rithm, and the efficient parallel implementation of graph partitioning is a research topic in itself. A com-
plete study of the performance of STCG should be conducted that includes the timings for construction
using a variety of efficiently implemented graph partitioning algorithms.

8.3.5 Additional theory

The analysis of support trees involved an interesting application of graph theory to linear systems and should be con-
tinued to further explore the relationships between graph theory and linear systems.
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