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Description:

A concise, precise description of the functionality you intend to provide. The closer you come to a tentative API the better. Be sure to describe what your system will learn, from what, using what redundant sources of information
The goal of our group is having a general framework that associates a name entity of type A with a name entity of type B. For instance, given the entity “Robert Murphy” of type “person name”, we want to be able to find the entities of type “protein” most similar (or closely associated) with it. Or, find a list of entities of type “date” most related to the entity “AIDS” of type “sickness”.
We envision two strategies to estimate similarity between entities of different types. The first strategy is to use some metric based on the co-occurrence of entities in the data. More specifically, we can extract entities from search results’ snippets – that is, entities that are in high proximity to an input (queried) entity. This procedure can be iterated to generate an entity association map. The second possible strategy is incorporating relation types between entities using structured data (e.g., XML-notations) or extraction rules. Similarity measures from a graphical representation of the data, where the nodes represent entities and graph edges represent relations between entities, can be derived from “random walks” in the graph, or even from common graph metrics such as “closest path”, “average distance”, etc.
In general, the same entity type can be extracted by different rules. For instance, there are different implementations of “protein” extractors, some with high recall and others with high precision. Combining different extractor outputs may be advantageous, and we intend to use the outputs of different extractors (of the same entity type) as redundant features in our system. 
Any assumptions and requirements of your code (e.g., only applies to plain ASCII text; requires NER from others)
We plan to obtain/utilize the following:

1. Dataset:

· Medline abstracts (provided by Eric Nyberg)

2. Available Annotations in AnnotationsDB:

· Mesh Terms (protein family, drugs)
· Authors

· BBN Identifinder (may be)
3. Possible Extractors/Dictionaries for:
· Organs
· Organisms
· Cell locations
· Genes
· Proteins
· Chemicals

· Drugs

· Protein family
· Pathways
An illustration/scenario of how your system would apply to and learn in the following problem: learning to extract information about a biology faculty member, her publications, conferences, advisees, and their research topic, using any combination of their website, online bio, and online publications. (This will allow us to develop a joint scenario involving all projects, so we can identify synergies among our groups)
Our system maps relationships between entities as a platform for inference and similarity evaluations. For the abovementioned entity types, we would have links identified (extracted by co-occurrence as a first step, and further filtered using named entity recognition extractors and dictionaries) -- e.g., between a faculty member → conference, conferences → abstract etc. These links would be loaded onto a graph, where similarity between two entities, also non-adjacent ones, can be derived. For example, we could find similarities between faculty members and abstracts, using the path: faculty member → conference → abstracts. The edges between graph entities will be either unlabeled (in case of simple co-occurrence), or marked with a relation type – for example, relation type can be an extraction rule used.
Possible synergies are:

1. Active Learning: Given our graph representation with the ‘extracted’ relations amongst entities, the AL group can verify these relations using user input and this feedback can be incorporated into our ‘similarity’ measure.
2. Relation Extraction: Relations and entities can be naturally embedded in the suggested framework. This would allow inference, and possible confidence score derivation for extraction rules.
3. Ontology: Populating an ontology may benefit from a similarity notion (similar objects may belong to the same ‘class.’)
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