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Robotic Motion Planning:
curve tracing
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Move to Goal

• Distance d(a,b) = ((ax – bx)2 + (ay – by)2) ½

• Gradient descent of  d(a,b), i.e., decrease distance to the goal

goal

robot
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Circumnavigating Obstacles: 
Curve Tracing

Predict: Tangent

Correct: Something else
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Normal (and hence Tangent) to 
Obstacle
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Circumnavigate Obstacles: 
Boundary Following

Safety distance W*

D(x) = min d(x,c)

Normal is parallel to VD(x)

Increase/Decrease/Same

Tangent is orthogonal to both

c(t) = v    v is in (n(c(t))

.

.
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Raw Distance Function

Saturated raw distance function
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Implicit Function Theorem

G(x) = D(x) – W*

Roots of G(x) trace the offset curve

DG(x) = DD(x), which is like a gradient in Euclidean spaces

Null of DG(x) is tangent, hence perp of DD(x) is too
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Correction


