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Abstract

Inthetraditional character-based artsof film, books, animation, or theater, theaudience
ispresented with vivid, powerful, personality-rich characters such as Rick from Casablanca
or the Genie or Flying Carpet from Walt Disney’s Aladdin. Unless one can afford a troop of
improvisational actors (and not even then for characters such as the Flying Carpet), oneis
only able to watch these rich characters. Believable agents alow people to not just watch,
but also interact with such powerful, personality-rich characters.

Believable agents are a combination of autonomous agents and believable characters
from the traditional character-based arts, such as animation, film or literature. They are
accurately described both as autonomous agents with the same powerful properties as
characters from the arts, and as computer-based, interactive versions of personality-rich
characters. Believable agents could be powerfully used for art, entertainment, as part of
interactive story systems, social user interfaces, or teaching systems.

This dissertation presents my progress toward the creation of believable agents. The
first result of this dissertation is a study of the problem to be solved. This study has two
parts. astudy of believability in traditional character-based arts, and astudy of believability
for agents, primarily drawing on experience in multiple attempts to construct such agents.

The second result of the dissertation isan architecture called Hap specifically designed
to support the requirements and expression of believable agents. This support includes a
formal language for the detailed expression of an artistically-chosen personality, automatic
control of real-timeinteractive animation, and architectural support for many of therequire-
ments of believable agents. The architecture is also a unified architecture for the agent in
that all aspects of an agent’s mind are expressed directly in Hap. By doing this the other
aspects, such as arbitrary computation, computation of emotions, and recognizing patterns
of activity over time for higher-level sensing, al inherit Hap’s properties for believability.

The third result of this thesis is an approach for natural language generation for
believable agents. Thisresult includes an analysis of the requirementsfor natural language
in believable agents, an architecture for supporting these requirements, and an example
grammar and behaviorsthat use this architecture as part of an agent’s behavior.

A number of agents have been built using this framework. One is described in detail
to show how the technologies described in the dissertation can be used together to build
complete believable agents. A public exhibit of some of the constructed agents provides
evidence that this approach can achieve a certain level of believability, and that others can
learn the framework and use it to build believable agents.
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Chapter 1

| ntroduction

Imagine not just watching, but being able to interact with your favorite character from the
arts. You might choose to walk into Rick’s Café Américain from Casablanca and invite
Rick to join you for a drink, knowing all along that he might refuse, but enjoying the
interaction all the same. Or you might choose to be a rabbit in the woods with Elmer
Fudd during rabbit season. You could have the experience of evading EImer’s gun while
confusing him at every opportunity.

Enabling such interactionsis the dream of thisthesis. | want to build and enable others
to build computer-based interactive versions of such personality-rich characters. Thisisthe
dream of creating believable agents.

1.1 What Are Believable Agents?

In this section | define believable agents in broad terms. For a deeper and more detailed
understanding of believable agents, please read the analysis of requirements for believable
agentsin Chapter 2.

Believable agents are personality-rich autonomous agents with the powerful properties
of characters from the arts. They are an outgrowth of both autonomous agent research
[Agents 1997] in computer science and the notion of believable charactersfrom traditional
stories. Inthetraditional story arts— film, literature, drama, animation, etc. — acharacter
isconsidered believableif it allows the audience to suspend their disbelief and if it provides
aconvincing portrayal of the personality they expect or come to expect. Believable agents
are autonomous agent versions of such characters. This goal is different from the bulk of
autonomous agent work in that the focus is on building agents that have distinct, specific
personalities. Many aspects traditionally focused on in autonomous agent work are less
important for this goal, for example, the ability of the agent to accomplish a useful task or
be an effective problem solver. Other little studied qualitiesarecrucial, like self motivation,
emotion, and social facility. Nevertheless there is much overlap in the two areas. Both
believable agent research and much of autonomous agent research are concerned with



2 Chapter 1. Introduction

reactivity to the environment, general responsiveness, and existing in unpredictableworlds
with people and other agents.

Although believable agents draw heavily from believable characters, they are different
in that they are both computer based and interactive. The fact that they are computer
based means that an author cannot rely on a human actor to bring many of the necessary
gualities of believability to the agent, as one can, for example, in film or theater. This
difficulty is shared by two areas of the arts, literature and animation, in that the illusion
of life and personality must be constructed from simple components such as words or line
drawings. Frank Thomasand Ollie Johnston, two of Disney’soriginal influential animators,
describe this difficulty eloquently when they say, “Out of nowhere we have to come up
with characters that are redl, that live, that interrelate. We have to work up the chemistry
between them (if any isto exist), find ways to create the counterpart of charisma, have the
characters move in abelievable manner, and do it al with mere pencil drawings’ [Thomas
and Johnston 1981, p. 18]. Thisdifficulty is shared in the task of constructing believable
agents.

The fact that believable agents are interactive also separates them from characters in
most traditional arts, and makestheir creation even moredifficult. Theauthor of abelievable
agent cannot control or know with certainty the situations the agent will encounter. In a
linear story, the author can bring all of his or her humanity to bear to decide how the
character reactsto each situation in turn. For abelievable agent some version of a“whole’?
personality must be created. This agent must react to situations as they arise without being
ableto draw directly on the wealth of its creator’s knowledge.

In defining the notion of believable agents, it is useful to consider some related but
different goals.

1.1.1 Believable Agents and Realistic Agents

Thegoal of creating realistic human or animal agents has been pursued by many researchers
[Badler et al. 1990; Thalmann and Volino 1997; Thalmann et al. 1997; Blumberg 1994].
Thisgoal clearly sharesmuch with the goal of creating believable agents, but it isadifferent
goal. In order to create a believable agent it is not necessary to create arealistic agent. For
evidence we can look to artists creation of believable characters. They always abstract
from reality, retaining only those elements of realism that contribute to conveying the
personality. Thomas and Johnston say, “ The more an animator goes toward caricaturing the
animal, the more he seems to be capturing the essence of that animal .. .. If we had drawn
real deer in Bambi there would have been so little acting potential that no one would have
believed the deer really existed as characters. But because we drew what people imagine a
deer looks like, with a personality to match, the audience accepted our drawings as being
completely real” [ Thomas and Johnston 1981, p. 332].

How complete the personality has to be is limited by a number of factors including the expectations of
the human interactor, the world in which the agent exists, the other agents present, and the possible length of
theinteraction.
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This does not mean that the abstraction or caricature of realism must be obvious or
extreme, as it is in much comic art, such as Roger Rabbit’s movements and expressions
in the movie Who Framed Roger Rabbit? or many of Lucy’s expressions in the popular
televison show | Love Lucy. These obvious caricatures can be very effective in such
comic expression, but for other settings, choosing the appropriate abstraction is key. This
is an area where a wealth of knowledge from existing art can be applied. Consider how
audiences understand and relate to characters such as Snow White, Aladdin, and Bambi.
These characters seem real to the audience. They don’t seem to be extreme caricatures at
al. Yet if one examines them, they are still far removed from realism.

Believability does not require human form. This is suggested by the existence of
characters such as Bambi. It is shown even more strongly by the character of the Flying
Carpet in the Disney animated film Aladdin [Clements and Musker 1992]. It has no way
of being redlistic, it isatotally fantastic creature. In addition, it does not have many of the
normal avenues of expression: it has no eyes, limbs nor even a head. It is only a carpet
that can move. And yet, it has a definite personality with its own goals, motivations and
emotions.

Writing in the arts on this subject is somewhat confusing on the surface. Walt Disney
would often ask for more “realism” when critiquing a piece of animation, and Stanislavski
was a champion of a movement in acting called “Realism”. Yet, they both also criticize
realism in their art forms. This confusion has more to do with the limitations of English
(or Russian) as a medium of expression than it does with any disagreement. Thomas and
Johnston repeatedly emphasize what Disney was asking for:

There was some confusion among the animatorswhen Walt first asked for more
realism and then criticized the result because it was not exaggerated enough
.... When Walt asked for realism, he wanted a caricature of realism. Oneartist
analyzed it correctly when he said, “I don’'t think he meant ‘realism,’ | think he
meant something that was more convincing, that made a bigger contact with
people...” [Thomas and Johnston 1981, pp. 65-66].

Similarly, when one looks closely at Stanislavski’s writing, it is clear that the confusion
isone of terminology, asis shown by this summary of his views comparing Realism with
Naturalism, a form of acting he seemed to think little of. “Naturalism, for him, implied
the indiscriminate reproduction of the surface of life. Realism, on the other hand, while
taking its material from the real world and from direct observation, selected only those
elements which revealed the relationships and tendencies lying under the surface. The rest
was discarded.” [Benedetti 1985, p. 11]

1.1.2 Believable Agentsand Intelligent Agents

One of the primary focuses of artificial intelligence isthe construction of intelligent agents,
and the creation of intelligence in other, non-agent, forms. Although this goal has some
commonalities with believable agents, they are not the same goal. Intelligence is not a
central requirement for believable agents.
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This is not to say that general competence is not needed for believable agents. Com-
petence is needed in a number of areas, for example, routine physical activities in which
the agent engages, social knowledge for interactions with other agents and people, etc. But
the primary focus for believable agents is not intelligence in these activities or in general.
Instead, the focus for believable agents lies el sewhere.

Consider charactersfromthearts. What arethe propertiesthat makesthe characterspor-
trayed by Humphrey Bogart, Meryl Streep, and Charlie Chaplin powerful and believable?
These charactersappear to be aware, to have their own internal drives, and to have emotions
and social relationships. Each of these propertiesis artistically chosen and combined by
both the author and actor to express a particular personality. Consider a character such as
Elmer Fudd from the classic Warner Brothers cartoons. For his personality, intelligenceis
not only not central, it would actually undermine his character.

Character-based artists in many media have struggled to capture what is needed for
believability. They describe these qualities and many more. (A detailed analysis of these
requirements for believability is the subject of Chapter 2.) Their experience suggests a
different focus than traditionally taken in pursuit of artificial intelligence, and if one wants
to create believable agentsit isthis new focus that must be understood and pursued.

1.2 Areasof Contribution

The goal of this dissertation is to make progress toward the construction of believable
agents. When | started this work, | thought it would primarily involve work in an agent
architecture and theory of mind. But afundamental goal from the beginning wasto actually
build complete believable agents?. This goal to build a complete agent has led this work to
touch on many areasthat | hadn’t initially intended. It still isprimarily awork in believable
agents, and contains a strong agent architecture component, but it now relates to work in
computer graphics, theories of emotion in an agent, theories of activity, natural language
processing and even programming language design. Many of these have only been touched
upon by this research as necessary for the work. Had there been time, increased effort in
all of these areas would have been useful for advancing the work. Some specific areas of
advancement are addressed in the discussion of future directionsin Section 11.3.

Of theareasthiswork to somedegreeincludes, therearethreemain areasof contribution:
believability, agent architecture, and natural language generation.

12.1 Believability

The main contribution of thisthesisisin believability itself. Thisthesispresentstheresults
of a study of what believability means for agents. This study draws both on what is
known about believability in the character-based arts, as well as what has been learned by

2Although at that point we didn’t call them believable agents. Bates, Neal Reilly and | coined that term a
few yearslater for our internal discussions. It and related terms such aslife-like computer characters became
more widely used after the 1994 AAAI Spring Symposium on Believable Agents.
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attempting to build interactive, autonomous versions of such characters. The results of this
study have been used to guide the technology built and the use of that technology for the
construction of agents.

1.2.2 Agent Architecture

In agent architectures, this thesis presents an architecture called Hap specifically designed
to support the requirements and expression of believable agents. This support includes a
language for the detailed expression of an artistically-chosen personality, automatic control
of real-time interactive animation, and architectural support for many of the requirements
of believable agents. The agent architecture is a unified architecture for the agent in that
all aspects of an agent’s mind are expressed directly in Hap. By doing this the other
aspects, such as arbitrary computation, computation of emotions, and recognizing patterns
of activity over time for higher-level sensing, all inherit Hap's properties for believability.

1.2.3 Natural Language Generation

In natural language generation, thisthesi s presents stepstoward natural language generation
for believableagents. Thiswork includesan analysisof requirementsfor NLG for believable
agents, technology for the direct expression of natural language generation in Hap as an
approach to addressing those requirements, and examples of uses of the system in an agent.

1.3 A Few Words About This Research and Ideologies

Research in Al is often marked by strong ideologies: connectionism, behavior-based Al,
artificial life, etc. The next section describes some of these in a survey of previous work.
Often such ideologies take rather extreme stances with respect to previous approaches.

Although it may not appear so at first glance, this work attempts to be ideology free.
The central methodological goal in my work isto make progresstoward believable agents.
This sometimes gives rise to apparent ideological stances, but these positions arise solely
from the goal to make progresstoward believable agents. | freely embrace approachesfrom
any ideology or combination of ideologies that allows the best progress toward believable
agents.

In pursuit of this work, | began with a traditional planning and learning approach.
Throughincreasingly understanding the problem of building believable agents, theapproach
has shifted to the one presented in this thesis.

1.4 Background

No work isdonein avacuum. Thisresearch draws on and isrelated to many earlier works
in artificial intelligence and art. In this section | describe other work that has influenced
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mine. First, | describe the project in which my work has been done, focusing on the direct
influences of the group on the work described herein.

Second, | describe the work of others in artificial intelligence and art that was done
previousto or in the early stages of my work and that influenced it. | describe work inthree
areas. agent architectures, natural language processing and believability.

In the conclusion (Chapter 11), | describe and compare my work to more recent related
works.

141 TheOzProject

The work described in this dissertation was pursued as part of the Oz project led by Joseph
Bates at Carnegie Mellon. The goal of the Oz project is to enable people to create and
participate in interactive stories. Toward this goal we study interactive versions of the
elements that we believe make traditional non-interactive stories powerful: characters,
dramatic structure (plot), and presentation. For a deeper understanding of the Oz project
please see [Bates 1992].

Believable agents are necessary for many models of interactive story. (A survey of
approaches to interactive story including the role of agents in the approaches is given
in [Weyhrauch 1997].) In addition, believable agents have other applications. There is
increasing interest recently in various models of “friendly” or social user interfaces, for
example [Ball et al. in press] for which believable agents are an important part. The
advantages of believable agents as part of tutoring or teaching systems is also recently
receiving attention, for example [Lester and Stone 1997]. For me personaly, the most
interesting application for believable agentsisto art and entertainment. These agents could
be used as part of such art or entertainment systems, as they are in interactive stories for
example, or used alone as the center of the art or entertainment experience.

The Oz projectisarich cultureinwhich to devel op thiswork because of the freedom to
pursue believability purely, without the requirement that the agents aso be assistants, user
interfacesor even part of an interactivestory. Itisaculturethat valuesthe entertainment and
artistic applications of the work. Also, it has many synergistic research pursuits that have
influenced this work. Work in this project is described in several Ph.D. dissertations and
research papers [Nea Reilly 1996; Weyhrauch 1997; Kantrowitz in press; Sengers 1996;
Kelso et al. 1993; Loyall and Bates 1993; Bates et al. 1994; 1992; Kantrowitz and Bates
1992].

When work is done as part of a research group, there is aways the question of what
work was individually done and what was done by othersin the group. Traditionally, and
in my case, the most significant outside contributor is the advisor. Thiswork has profited
by many discussions with my advisor, Joseph Bates, especially during the early phases.
In addition, | want to point out four inclusions of other’s work in this dissertation that are
included for completeness or for illustrative purposes.

e In Chapter 3, | describe an example domain. | include this description
as concrete example of the types of domains the work in this dissertation
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is designed to support. It is a real-time, animated world with low-level
actions and sensing. This domain was created by severa people in the
Oz group as well as the Graphics group at Carnegie Mellon.

e Chapter 6 describes the model of emotions that is an important and inte-
gral part of the agent architecture for believable agents presented in this
dissertation. The emotion model itself is the work of Scott Neal Rellly,
and presented in more detail in histhesis [Neal Reilly 1996]. The inte-
gration of this model with the agent architecture is joint work with Neal
Reilly.

e The minds of agents described in Chapter 7 were created by myself and
four members of the Oz group. They are included to illustrate how all of
technology described in the rest of the dissertation can be used together
to construct a complete agent.

e The approach to natural language generation for believable agents de-
scribed in Chapter 8 wasinfluenced by Mark Kantrowitz'sstand-al one nat-
ural language generation system [Kantrowitz and Bates 1992; Kantrowitz
1990]. Much of the traditional grammar is directly trandated from his
grammar.

1.4.2 Agent Architectures

There isatradition of work on agent architectures that stretches back to the beginnings of
Al. To survey it al is beyond the scope of this section. Instead, | focus here on the agent
architecture work that influenced or is most closely related to my work.

Tradition of Building Complete Agents

The problem of building agents or robots that can function reasonably in dynamic worlds
or in interactions with people is not unique to believable agents or even to recent trends
in artificial intelligence and robotics. Making progress on this problem has been a pursuit
of work in Computer Science since its beginnings. Many of these early approaches give
strong insights into how to build integrated autonomous agents, agents that can functionin
dynamic worlds, or agents that interact with people. These early works can also be seen as
precursors of currently active research approaches and trends.

In 1963 W. Grey Walter built two machines, called M. Speculatrix and M. Docilis,
[Walter 1963] that looked like armored tortoises. They each had an “eye” (a gas-filled
photo-electric cell on a rotatable rod), and a touch sensor, and later models included a
microphone. These sensors were hard-wired through some circuitry that was connected to
effectorsthat allowed it to move and rotateits “eye”. The systems roamed around seeking
light. When nonewas found they moved around searching for light. When they found light
they moved toward it but did not get too close, and when the touch sensor was activated
the output of the light sensor was modified resulting in behavior that caused the machines



8 Chapter 1. Introduction

to push small obstacles away, go around heavy ones, and avoid slopes. A combination
of their behavior and the construction of their recharging stations (which had very bright
lights), enabled them to wander around while they were well charged and gradually find
their way back to their recharging hutches. Later versions of the system included learning.
Whilein many ways they were very simple, these machinesincluded some of the essential
properties of reactive architectures and situated theories of activity, on which my work
builds. These machines also have clear relations to artificial life. Braitenberg's Vehicles
[Braitenberg 1984] is later work that issimilar (if differently motivated).

One of the early works of an integrated autonomous agent that could be characterized
as a reactive architecture is the work of Fikes, Hart and Nilsson on the “ Shakey” mobile
robot [Fikes et al. 1972]. As Nilsson describes. “From 1966 through 1972, the Artifi-
cial Intelligence Center at SRI conducted research on a mobile robot system nicknamed
‘Shakey’. Endowed with alimited ability to perceive and model its environment, Shakey
could perform tasks that required planning, route-finding, and the rearranging of smple
objects’ [Nilsson 1984]. Shakey used the STRIPS planner [Fikes and Nilsson 1971] for
deliberation, and created triangle tables for execution that allowed the execution module
to be reactive to changes in the world, including taking advantage of opportunities. While
very different from the approach | take in this thesis for supporting autonomous agents
which are situated and reactive in the face of dynamic worlds, the work on Shakey has
clearly influenced the architectures that came after it.

Behavior-Based and Situated-Activity Approaches

The behavior-based and situated-activity approaches of the middle 1980's arose because
of perceived weaknesses in the dominant approaches to agents being pursued at the time.
These approaches were largely planning-based approaches that emphasized deliberation.
The early behavior-based and situated-activity approaches included Brooks's subsumption
architecture [Brooks 1986], Agre and Chapman’s Pengi system [Agre and Chapman 1987]
and Suchman’s critique [ Suchman 1987].

The emphasisin all of these approacheswas that execution in adynamic world isahard
problem that requires different techniques than the planning-based approaches of the time.
Brooks' sarchitecture used minimal representations, and small hard-wired control structures
to control robotsinthereal world. Headvocated “ using theworld asits own representation”
by directly driving action from raw sensory data. These control structures were organized
by behaviors such as “explore” and “avoid obstacles’, rather than by functionalities such
as vision, deliberation and execution. By designing the agent architecture in this way, he
substantially avoided the need for goals, representations, etc.

This approach yielded surprisingly robust and effective robots that could navigate,
explore, follow each other, and in general survive in the dynamic real world.

Agre and Chapman pursued a different, but smilarly motivated, line of research. They
claimed that the plans that people use are often situated plans, that is, they only make sense
when interpreted in the current situation. For example, plans to go somewhere often are of
the form *go to the gas station and turn right”; the meaning of “the gas station” and “turn
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right” depends completely on the situation during execution. They developed a theory
called “indexical-functional representation” to capture representations for such situated
plans, and a theory of activity that structured its action using such situated plans. They
tested the approach in dynamic worlds of real-time video games [Agre and Chapman 1987,
Chapman 1990], again with strong results.

Reactive Architectures and Relation to My Work

Reactive architectures combine the power of these approaches with some of the qualities
of the previous deliberative approaches, for example explicit goals and the ability to easily
express deliberation. My agent architecture, described in the following chapters, isin part
areactive architecture.

Firby’s Reactive Action Packages [Firby 1989], Kaelbling and Rosenschein’s Gapps
formalism[Kael bling and Rosenschein 1990], Georgeff and Lansky’s Procedural Reasoning
System [Georgeff and Lansky 1987], Simmons's Task Control Architecture [Simmons
1991], Newell and colleagues Soar architecture [Pearson et al. 1993; Newell 1990;
Rosenbloom et al. 1993], and Nilsson’s Teleo-reactive architecture [Nilsson 1994] are
all reactive architectures. All of these systems combine explicit goal representations with
performance characteristics that allow them to be responsive to changesin dynamic worlds
as they occur. They allow low latency control paths (in the form of high-level demons,
compiled circuits with short paths, or other mechanisms) to respond to time-critical events
such as emergencies in a robot assistance domain, or getting out of the way of a speeding
car for real-world navigation domains. Each of them also alows for higher-latency control
paths to encode more deliberative activities, such as the carrying out of routine plans.

The original version of Hap, my architecture for believable agents (described in detail
in later chapters) was developed in 1989. At its core it is a reactive architecture that is
most similar to Firby’s Reactive Action Packages and Georgeff and Lansky’s Procedural
Reasoning System. The creation of areactive architecturewas deliberate, because the prop-
erties of such architectures(e.g. reactivity, responsiveness, deliberation, and explicit goals)
seemed important for believable agents as | discuss in Chapter 2. Beyond a basic reactive
architecture, Hap has been extended in four ways to support the needs of believability. It
has been tightly integrated with a model of emotion. It has been extended to support the
needs of believable motion in real-time, animated worlds. It was extended to function as
a unified architecture that supports all aspects of an agent’s mind. And it has been built
and extended to be a language for the detailed expression of personality-specific behavior.
Each of these is described in more detail in the following chapters.

1.4.3 Natural Language Generation

Appelt's seminal system KAMP [Appelt 1985] combined action and natural language
generation to accomplish communication goals. His approach was planning-based, using a
traditional planner to reason about the information properties of both actions and language
production. Combining language and action to accomplish communication goals is one
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of the requirements for believable agents that talk. Other requirements are described in
Chapter 8.

Nearly all generation systems produce language based on the content to be expressed or
the content plus what has been said before (the discourse history). This produces language
that is unvarying in the style of presentation. Hovy’s Pauline [Hovy 1988] was the first
system to vary its output based on pragmatic goals for the utterance. Pauline produced
different language if it was rushed than if was not; different language if it was trying to
convince you than if it was trying to be objective; and different language if the one it was
speaking to was its boss than if the hearer was a peer. Such variation greatly enriches the
style of the language produced, and is clearly needed for believable agents that talk.

1.4.4 Believable Agents

Theareaof believableagentsisnew. Thetermitself only cameinto prominent use sometime
after the 1994 AAAI Spring Symposium on Believable Agents. Later that year the term
lifelike computer character® was coined by the creation of the Lifelike Computer Characters
Workshop. Thisworkshop wasinspired by the Believable Agents Symposium and has been
held yearly since then.

When starting to pursue this work in 1988, without any directly related previous work,
the previous work that influenced my approach to believable agents was in three areas:
artificial intelligence based story generation and understanding, computer graphics and the
character-based arts.

Al Story Generation

There has been awealth of work in story generation and understanding over the years. The
most relevant of these systems to the work presented in this thesis is Meehan's Talespin
[Meehan 1976]. Talespin created stories through the interactions of computer controlled
agents. In arun of his system, the world was given an initial condition. Each agent
had goals, states and relationships that were provided by the user initially and in response
to queries by the system. Through a combination of the user carefully coordinating the
answers to these questions, and the system planning and executing actions to accomplish
each agent’s goals, the system produced stories similar to smple Aesop fables.

Computer Graphics

Witkin and Kass [Witkin and Kass 1988] have shown that computational methods can be
used to produce compelling animated movement. Their techniques use physically-based

SLifelike and believable are both terms borrowed from the character-based arts. | use the term believable
throughout this thesis because its meaning is less ambiguous. Lifelike characters in the arts and lifelike
computer character in computer science are sometimes used to connote believability, but at other times these
terms are used to denote work that focuses on realism, cognitiveplausibility, or other concepts not necessarily
central to believability.
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simulation, with an emphasis on realistic motion. The resulting movement is compelling,
showing elements of anticipation, squash-and-stretch, and follow-through that rival those
produced by trained animators for the basic mechanical level of movement. It is not clear
how to extend such physically-based methods to the non-realistic, but expressive low-level
movements often found in the arts, or to the higher-levels of a character’s movement. This
work isalso not currently able to be used in interactive systems or real-time agents, but this
work isthefirst to suggest that for some types of movement, computer generated movement
can be of the same quality as artistically generated movement.

Reynolds work at controlling flocks of birds [Reynolds 1987] was concerned with the
expressive movement of groups of agents. Each of the elements in Reynolds's flocks is
a smple autonomous agent that senses the location of nearby agents and obstacles and
modifies its movement relative to them. It doesn’'t directly provide insight into how to
create individual believable movement, but his agents do generate compelling movement
asagroup.

In 1987, John Lasseter published a paper entitled “Principles of Traditional Animation
Appliedto 3D Computer Animation” [Lasseter 1987a)] in the 1987 SIGGRAPH Conference
Proceedings. This paper was after an academy award nomination for one of Lasseter’s
computer animated filmsin the Best Animated Short Film Category. (In 1988 another film
directed by Lasseter won in that category, becoming the first computer-animated film to be
recognized with an academy award.) Lasseter claims that his SIGGRAPH paper was in
response to people asking him what secret allowed him to create such powerful computer-
animatedfilms. Hisanswer, asdetailedinhispaper, istheprinciplesof traditional animation,
as learned in the arts, applied to computer-based animation.

Thisleads directly to the most direct prior work for the pursuit of believable agents, the
traditional character-based arts.

Character-Based Arts

Unlike academics, most artists create artifacts and say little about the method by which they
create them. Fortunately, a few of the great character artists have not only created great
characters, but also struggled to understand and convey how to create powerful characters.
These are the related work from the arts on which | draw in my work.

Character-based animation, of the kind done by Disney [Thomas and Johnston 1981],
Warner Brothers [Jones 1989] and Pixar [Lasseter 19874a], is concerned with the problem
of how to convert a stack of blank pieces of paper into a believable animated character on
the movie screen. In this process, animators have insight into the fine details of movement
aswell asthe details of how to convey a personality in a series of pictures.

Writersboth of literature[ Gardner 1984] and drama[Egri 1960] have asimilar difficulty
to the one faced by animators. Animators must start with nothing and create a character
out of a sequence of drawings and sound. Writers start with nothing and create characters
through words. Because of their medium, they have the option of conveying the character
through the expression of internal thought as well as action and description.
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Actors are of two camps. Actors such as John Wayne or Clark Gable play the same
character (often aversion of their own personality) for every role. Sincethey are portraying
their own humanity, there is little one can learn from them about how to create a given
character ininteractiveform. Others, such as Dustin Hoffman, Robert De Niro and Marlon
Brando, are admired as actorsfor being able to change radically fromroleto role. They are
coveted for their acting “range”. What they know about expressing a particular character
could be very valuable to the building of believable agents. Constantin Stanislavski was
not only an actor of this second type, but is also regarded by many as the most influential
actor and thinker on acting in the 20th century. He worked for decades to understand how
to effectively portray a character. His writings [Stanidlavski 1968; 1961] on the topic are
invaluable for the study of believability.

The rest of this thesis attempts to apply what these artists know to the construction of
believable agents.

15 A Reader’sGuidetothe Dissertation

This dissertation contains many parts, and readers may not want to read all of them. Here
are some suggestions for people who only want to read part of it or who are deciding
whether they want to read more.

¢ For those who want to know what | mean by believable agents, | suggest
reading thefirst part of Chapter 1 through Section 1.1 for abroad descrip-
tion, then read al of the requirements for believable agents in Chapter 2
and the issues and guidelinesin Chapter 10.
If after that you want more, | suggest reading the requirementsfor natural
language generation for believable agents in the introduction to Chap-
ter 8, and skimming the technical sections for discussions of issues of
believahility.

e Readers who want to know how this work relates to other work should
read the description of related work which influenced minein Section 1.4,
and the comparison to related technical work in Section 11.2.

e For those interested in what the agents constructed using this technology
are like, |1 suggest skimming Chapters 4, 5 and 6 for an understanding
of the technology, and then reading the examples of processing in Sec-
tions 4.15, 7.8 and 8.5. For more details read the detailed description of
an agent in Chapter 7. The reader might also be interested in how others
have reacted to agents constructed in thisarchitecture. Some observations
are described in Section 9.2.1.

e For readers interested in the steps I've taken toward natural language
generation for believable agents, Chapter 8 isfairly self contained.

¢ Readersinterested in the details my action architecture, Hap, should read
Chapter 4, and skim or read Chapters 5, 6 and 8.



1.5. A Reader’s Guide to the Dissertation 13

For those who want to know it all, | include a description of each chapter in order.

Chapter 1 describes what | mean by believable agentsin broad terms, presentsthe areas
in which this research makes contributions, describes other technical and artistic work that
has influenced thiswork, and gives this guide to the document.

Chapter 2 describesin detail therequirementsfor believableagents. These requirements
come from the experience of artists who have been working to create believability for
millennia, and from the special needs of autonomous agent versions of these believable
characters.

Chapter 3 describes an example domain for believable agents. Thisisincludedto givea
deeper understanding of thetask | am attempting to accomplished by presenting the building
blocks a created agent has to work with, and to give a foundation for the example agents
and behavior that will come later in the dissertation.

Chapter 4 isatechnical description of my agent architecture for believable agents.

Chapter 5 (along with Chapters 6 and 8) describes how Hap can be used as unified
architecture for all aspects of an agent’s “mind”. This chapter describes how composite
sensing and the “thinking” of an agent are expressed in Hap.

Chapter 6 describes the emotion model used in Hap, and how it is integrated with and
expressed in Hap.

Chapter 7 presents a detailed description of a complete agent expressed in this ar-
chitecture to show how all of the parts work together for the expression of a believable
agent.

Chapter 8 describes my steps toward natural language generation for believable agents.
It includes an analysis of the requirements, extensionsto Hap to allow the direct expression
of natural language generation knowledge, and an analysis of the properties this approach
gives for addressing the needs of believable language production.

Chapter 9 presentsan analysis of the progressthiswork makestoward believabl e agents,
and empirical evidence of that progress.

Chapter 10 presents conjecturesthat | believe are central and crucial to making progress
inthis area.

Chapter 11 includes a summary of the results of this dissertation, comparison of this
work to other related work, and future directions for the work.
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Chapter 2

Requirementsfor Believable Agents

Little as | knew about movies, | knew that nothing
transcended personality.
— Charlie Chaplin [1964, p. 142]

This chapter presents an analysis of the requirements for believable agents. There are
two main sources on which | draw in thisanalysis. artists and experience with agents.

Learning from character-based artists is centrally important. These artists have been
studying believability, and advancing the art for millennia. Not attempting to learn what
they know would doom usto reinventing and relearning many important lessons. Thomas
and Johnston claim that the principles at the core of their art of animation were the same
ones known for 2,000 years by artists in other media, but that they learned them painfully
and dlowly by trial and error [Thomas and Johnston 1981, p. 27]. By studying what
character-based artists know about believability, | hope to partialy avoid thisfate.

Some of therequirementsfor believable agentsare not known by character-based artists.
This is because, for al of the smilarities in the problems, the fact that we are working to
create agents rather than characters causes and emphasizes additional difficulties. All of
thetraditional character-based artists are ableto draw on their own humanity for capabilities
that a designer of believable agents must explicitly create. All actors, animated characters,
and charactersin books are able to perform multiple actions at the same time, be reactiveto
their environment, and appear to have other basic human capabilities. For believable agents
to have these same qualities, we must recognize them as requirements and build them into
the agents.

In thisdescription, | start by describing requirements from the character-based arts, and
end with requirements from autonomous agents.

2.1 Personality

The most important single requirement for believable agents is personality. Thomas and
Johnston, two of Disney’s most influential animators, state the importance of this require-

15
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ment when talking about radio dramas and animated movies that are so powerful that they
draw the audience in and cause the charactersto cometo lifein the audience’ simaginations.

To achieve thislevel of involvement, they claim, requires personality:

For a character to be that real, he must have a personality, and, preferably, an
interesting one. [ Thomas and Johnston 1981, pp. 19-21]

In their book, Thomas and Johnston go on to describe over many chapters the wealth
of details that are specified to bring their characters to life. This is what | mean by the
requirement of personality:

Personality: all of the particular details—especially details
of behavior, thought and emotion — that together define the
individual.

Every character has a wealth of such details that work together to bring it to life.
Consider for a moment two characters from the movie Casablanca: Rick (Humphrey
Bogart), the cynical owner of the Café Américain, and Captain Renault (Claude Rains),
the cavalier and corrupt law in Casablanca. These are both powerful, effective characters,
and there is amost nothing that these two characters do in the same way. They both
drink, but for seemingly different purposes and in dramatically different ways. They talk
differently. They are motivated by different desires. They hold themselves differently and
walk differently. They interact with the other characters differently. The list of differences
goeson and on. Itisan interesting thought experiment to consider how much less powerful,
less believable, they would beif they both drank in the same way, or if their other behaviors
were alike. | believe that it is the wealth of these carefully chosen individual details that
make them both powerful characters.

Artistswho create characters repeatedly make this same point. Writers and playwrights
also talk about this requirement. They often describe the need to know their charactersin
depth to ensure that their characters personalities come through in their actions, responses
and dialogue [Egri 1960; Gardner 1984]. When describing how to create good characters
for adramain his book The Art of Dramatic Writing, Lajos Egri claims:

When you read drama criticisms in your daily papers you encounter certain
terminology timeand again: dull, unconvincing, stock characters(badly drawn,
that is), familiar situations, boring. They all refer to one flaw — the lack of
tridimensional characters. [Egri 1960, p. 35]

“Tridimensional characters’ refers to Egri’s system of creating and knowing completely
your characters by specifying details along three dimensions. physiology, sociology, and
psychology. He goes on to say:

You must know al of these, but they need not be mentioned. They come
through in the behavior of the character, not in any expository material about
him. ... You must know what your character is, in every detail, to know what
hewill do inagiven situation. [Egri 1960, p. 42]
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This same concept arises in acting. It is what actors “get into” when they “get into
character”. Stanidavski claims:

Any rolethat does not include areal characterization will be poor, not lifelike
.... That iswhy | propose for actors a complete inner and external metamor-
phosis. [Stanidavski 1968, p. 18]

If we want believable agents that are as real as these characters, we must somehow
get the same level of detailed richness and individuality, in a word — personality, in our
autonomous agents as are present in these traditional characters.

| want to make a small digression to discuss terminology. Various words are used by
artists to refer to the concept of personality, often in the same body of writing. Chuck
Jones, creator of many of the great Warner Brothers animated shorts and characters, refers
to thisconcept both as“individuality” and“ personality” at different timesin his book Chuck
Amuck [Jones 1989]. Actors and writers often refer to it as “character”, as is evidenced
by the common phrase “ getting into character” to mean when an actor dons the persona
he is to portray. All of these words are appropriate to describe this concept, but for the
purpose of this thesis, | will use “personality” rather than “character” or “individuality”
for two reasons. First, “individuality” does not seem to evoke the character aspects of this
concept that seem central to its meaning. And second, | will often need to use the term
“character” when referring to non-interactive believable agents (i.e. traditional characters
from the arts).!

To further explore the range of the details that are needed for this requirement of
personality, let’s consider two partial character descriptions from the arts. The first is
Charlie Chaplin's description of his famous Tramp character that he improvisationally
presented to his coworkersshortly after he conceived the character. Thisearly conversation
is captured in his autobiography.

You know thisfellow is many-sided, atramp, agentleman, apoet, adreamer, a
lonely fellow, always hopeful of romance and adventure. He would have you
believe he is a scientist, a musician, a duke, a polo player. However, heis not
above picking up cigarette butts or robbing a baby of its candy. And, of course,
if the occasion warrantsit, he will kick alady in the rear — but only in extreme
anger! [Chaplin 1964, p. 144]

Chaplin says that this description of the Tramp continued for 10 minutes or more at the
time. The personality of the tramp aso evolved after this initial wealth of details were
conceived, but even in this small excerpt we see the range of specific details that brought
this character to life. He talks of motivations and desires. “aways hopeful of romance and
adventure”, “Hewould haveyou believe ...”; emotions. “alonely fellow”; specific actions:
“picking up cigarette butts” and “kick alady in the rear”; and he appeals to a number of
seemingly contradictory stereotypes to describe the richness and depth of the details of this
personality.

My use of thisterm is also different than the technical meaning from psychology.
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Animportant point isthat he has the advantage of talking in such evocative generalities,
whereas we do not. He can rely on his own knowledge and skill as he is acting to interpret
these generalitiesand convertthemto details. Thebuilder of believableagentsmust actually
construct these details of personality in his agentsif such details areto exist.

Another example is a partial analysis of Mae West by Thomas and Johnston [ Thomas
and Johnston 1981, p. 546]:

Characteristics of Mae West

1. Always moving, swaying, weaving in typ-
ical poses (hand on hip or arranging hair)
Rotation of body not like hula dance, but
from the front.

2. Walk: Plants foot, shifts weight. Longer
time on shifting than planting.

3. Talks. Drops eyes, comes up with them
half-closed. Talks out of side of mouth.
Little lip movement. Sideward glances—
looks away disinterestedly. Starts conver-
sation and walks away. Elusive.

4. Arms and shoulders—overlapping with
body. Leave body rather than being right
withit.

If you are like me, this description immediately evokes a rich image of Mae West's
personality (and of Jenny Wren, the animated Disney character based on Mae West). These
details of movement and mannerisms along with details of motivation, desires, goals, etc.
are always present in believable characters from the arts, and are a necessary requirement
for believable agents as well.

These two examples help to illustrate the wide range of details that must be specified
to bring a character to life. But it is further emphasized by artists. Thomas and Johnston
make the seemingly extreme statement that: “No two scenes should ever be alike and no
two characters should ever do something the same way” [ Thomas and Johnston 1981, p.
135]. Egri aso takes this position: “No two individuals react identically, since no two are
the same” [Egri 1960, p. 38].

This point can be underscored by looking at perhaps the most mundane activities
of characters in the performing arts (and by some measure one of the most studied in
autonomous agents) — locomotion. Typically when builders of autonomous agents create
a set of agents, they build a single locomotion controller (or in some cases a few different
controllers). For the purpose of personality and therefore for the purpose of creating a
believable agent, this single mechanism or limited variation is not enough.
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Walks . ..do so much to revea personality and attitude that they are one of
the animator’s key tools in communication. Many actors feel that the first
step in getting hold of a character is to analyze how he will walk. Even the
most casual study of people on a busy street will reveal dramatic differences
in how they achieve smple locomotion: long strides, short steps, determined
waddling, bouncing, mincing, swaggering, rippling; there is no end to the
variety. [ Thomas and Johnston 1981, p. 347]

Any approach that attempts to create believable agents must allow (even require)
personality-based variation to this depth, all across the wide-ranging areas of the agent.

2.2 Emotion

The second requirement for believable agentsisthat they appear to have emotional reactions
and to show those emotions in some way. Thisis such a fundamental requirement in the
traditional character-based arts that often artists refer to expressing the emotions of their
characters as what brings them to life:?

From the earliest days, it has been the portrayal of emotionsthat has given the
Disney characterstheillusion of life. [Thomas and Johnston 1981, p. 505]

In acting, as well, the portrayal of the emotions of the character is accepted as centrally
important to bring apart tolife. Nearly all methodsfor acting give techniquesto make these
portrayals convincing for the character being portrayed. Stanisavski devotes agood bit of
his technique to understanding and conveying these emotions convincingly by drawing on
experiences from the actor’s own memory?.

If agents we create are to be believable, they must appear to have emotions and expres-
sions of those emotions that are true to their personalities.

2.3 Saf Motivation

The third requirement for believable agents is that they be self-motivated. It is common
in artificial intelligence to create autonomous agents that only react to stimuli, and do not
engage in action of their own accord. Thiswas also true of animation prior to 1930. When
discussing how this changed, Thomas and Johnston use the phrase “really appearing to
think” for theidea of self motivation:

Prior to 1930, none of the characters showed any real thought process . ..the
only thinking done was in reaction to something that had happened. Mickey

2These same artists also refer to other aspects as the central cause of bringing the character to life. Each
of these isimportant, and | have described and included them in this chapter.
3This method is described briefly in Stanislavski’s Legacy [Stanislavski 1968, pp. 187-8].
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would see [something], react, realizethat he had to get a counter ideainahurry,
look around and see his answer, quickly convert it into something that fit his
predicament, then pull the gag by using it successfully.

Of course the potential for having acharacter really appear to think had aways
been there.. .., but no one knew how to accomplish such an effect. ... That all
changed in one day when a scene was animated of a dog who looked into the
cameraand snorted. Miraculoudy, he had cometolife! [Thomasand Johnston
1981, p. 74]

The fact that such a small, and seemingly inconsequential, action as snorting at the
camera could be so powerful is an indicator of the importance of this requirement. Pluto
snorting was not what was powerful; it was that he was doing it of his own accord, instead
of in reaction to some external stimulus.

The power of this requirement in autonomous agents has been repeatedly underscored
for me by my experience with people interacting with the test agents the Oz group and |
have created. Repeatedly, people interacting with these agents are surprised and seem to
have a deeper respect and interest in the agents when they realize that many of the things
they do arenot in responseto stimuli, but rather a product of the agent’s own internal drives
and desires.

2.4 Change

That charactersgrow and changeisbelieved by many artiststo be crucial to the believability
of the character. Lgos Egri devotes a lengthy section in his treatment of characters in
dramatic writing on the subject of growth. Init he claims:

There is only one realm in which characters defy natural laws and remain the
same — the realm of bad writing. And it is the fixed nature of the characters
which makes the writing bad. [Egri 1960, p. 60]

This does not, however, mean that the growth and change can be arbitrary. This change
must be in line with the personality of the character or agent. Egri claims:

Only in bad writing does a man change without regard to his characteristics.
[Egri 1960, p. 65]

It is these two aspects that make this requirement particularly difficult. One could
imagine using machine learning mechanisms, or other automatic mechanisms to give a
believable agent change. But how does one ensure that the resulting change will be true to
the personality in which it occurs? Thisis the challenge of this requirement for believable
agents.

This power of this requirement has aso been supported by my experience with interac-
tive agents. Thefirst substantial test agent our group created was a housecat named Lyotard
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[Bates et al. 1994]. One of the aspects of Lyotard’'s personality was that it could grow to
like or didike the human interactor as a result of the interactions it had with him. (This
growth was automatic, but the ways that the liking or didliking was shown were carefully
constructed to be true to the personality of Lyotard.) The informal interactions of people
with Lyotard suggests that this growth added to its believability.

2.5 Social Relationships

In nearly al forms of the character-based arts, the charactersinteract with other characters.
These interactions are influenced by whatever relationships the characters have with one
another, and those interactionsin turn may influencethe relationships. The power that these
relationships, when done well, bring to making the character seem alive is widely agreed
upon by artists. Stanidavski mentionsitsimportancein hisadvice to actors, and he devotes
one of his short papers to emphasizing thistopic [Stanidavski 1968, pp. 133-4].

In animation, Thomas and Johnston claim that the discovery of the “character relation-
ship” was one of the great advances of their art. Animated films had charactersinteracting
before this, but different animatorswould draw each character. The advancement of “char-
acter relationship” only arrived when the same animator drew al of the charactersin ascene
and could then concentrate on the nuances of their relationships and interactions. Thomas
and Johnston say:

One of the first examples of this was the sequence of Bambi and Thumper
onice. ...the Bambi and Thumper sequence had something that the [earlier]
Pluto and Donald sections did not have. That was a character relationship with
strong beginnings in the story department. ... With this as a springboard, the
animator continued developing this relationship, which only could have been
done by one person handling both characters and completely controlling every
single bit of action, timing, and cutting. ...

This new way of working with character relationships encompassed the whole
range of relations between two or more characters—from the broadest to the
most delicate. It involved expression scenes that often registered the most
secret thoughts and inner emotions of the characters, which as they became
more subtle were also more revealing. [ Thomas and Johnston 1981, p. 164]

That artists believe the social relationshipsof their charactersis central for believability
is clear. But in addition, the experience of these artists points out the difficulty of this
requirement. That two characters are declared as “friends’ or “enemies’ is not enough.
Detailed behaviors and interactions that show those relationships are also needed. These
behaviors need to be specific to the personality, because we know that no two characters
behave the same, but they must aso be specific to the relationship and other character
being interacted with. In the sequence of Bambi and Thumper on ice, it is unlikely that
Thumper would have reacted the same had the character having trouble been Pluto rather
than Bambi. Thisis true even if Thumper and Pluto were friends, in part because Pluto
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is not as vulnerable a character as Bambi, and wouldn’'t engender the same feelings and
interactions. Thereisno generic “friends’ character relationship. Every oneis different.

2.6 Consistency of Expression

Consistency of expressionisoneof the basic requirementsfor believability. Every character
or agent has many avenues of expression depending on the mediuminwhichitisexpressed,
for example an actor hasfacia expression, body posture, movement, voice intonation, etc..
To be believable at every moment all of those avenues of expression must work together
to convey the unified message that is appropriate for the personality, feelings, situation,
thinking, etc. of the character. Breaking this consistency, even for a moment, causes the
suspension of disbelief to be lost.

Stanidavski suggests that thisis one of the ultimate aims of agood actor, and one of the
purposes of his method of study. He proposes to get consistency by an actor developing
and exercising an internal “sense of truth”:

It is only when [an actor’s] sense of truth is thoroughly developed that he will
reach the point when every pose, every gesturewill have an inner justification,
which is to say they express the state of the person he is portraying and do
not merely serve the purposes of external beauty, as all sorts of conventional
gestures and poses do. [Stanidavski 1968, p. 189, emphasisin original]

The danger when this requirement is not fulfilled is well known by those who attempt
to bring charactersto life. Thomas and Johnston describe its effect in animation:

Any expression will be weakened greatly if it islimited only to the face, and
it can be completely nullified if the body or shoulder attitude is in any way
contradictory. [Thomas and Johnston 1981, p. 444]

Angna Enters, an American mime, relates its effect in mime through an incident of a
performance she witnessed in Paris:

A remarkable and noted mime did not receive an expected laugh; instead of
continuing, he broke the line of his character by turning his head slightly more
toward the audience, repeated the smile, exaggerated, which turned it into a
strained grimace. The audience laughed — but at the performer, not with the
character. Thethread was broken, and what followed [of his performance] was
lost for afull minute before thispersonal injection wasforgotten. [Enters 1965,

p. 37]

This requirement is subtle; it certainly does not preclude the various types of subtle
expression that people and characters engage in. As Hitchcock explains. “People don’t
always express their inner thoughts to one another; a conversation may be quite trivial,
but often the eyes will reveal what a person really thinks or feels’ (in [Thomas and
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Johnston 1981, p. 470]). In these instances, this subtle communication is precisely what
IS appropriate to be expressed, and the actor, animated character, or believable agent had
better be consistent in that expression.

For the meaning of dialogue, some contend that thisiswhat always happensin commu-
nication, for example AngnaEntersclaims. “ The way acharacter walks, stands, sits, listens
— all reveal the meaning of hiswords’ [Enters 1965, p. 42]. The Disney animators extend
thisideato a principle for animating expressions and movements to accompany dialogue:

The expression chosen is illustrating the thoughts of the character and not the
words heis saying; thereforeit will remain constant no matter how many words
aresaid. For each single thought, thereis one key expression, and whileit can
changeinintensity it will not changein feeling. When the character getsanew
thought or has a realization about something during the scene, he will change
from one key expression to another, with the timing of the change reflecting
what heisthinking. [ Thomas and Johnston 1981, p. 464, emphasisin original]

In al of these cases the avenues of expression must work together because as Thomas
and Johnston say: “.. . acartoon character only lived when the whole drawing, aswell asall
the parts, reflected the attitude, the personality, the acting, and the feeling of the character”
[ Thomas and Johnston 1981, p. 110].

2.7 Thellluson of Life: Requirementsfrom Agents

The final requirement | want to mention for believability is actually acollection of require-
ments. As evidenced by the list of requirements above, artists have strong insight into a
wide range of propertiesthat are needed for believability. But, some requirementsthat are
needed for believable agents are overlooked by them. This may be because these require-
ments are taken care of by the domaininwhich they work. A playwright, for example, does
not have to specify that his characters should be able to speak while walking because all
human actors that interpret the script can talk at the same time they walk. Even in artistic
domains where the artist is creating the believable character from scratch — for example,
in animation and literature — simple properties such as performing actions at the same
time are taken for granted. When trying to construct believable agents, this is a luxury
that we do not have. If we want these agents to have the basic facilities that every actor,
animated character, or nearly every living creature, has then we must build those properties
in our agents. In this section | list such properties. | think you will find that they are
not a surprising or contentious list, athough they do provide challenges for those creating
autonomous agent architectures for believable agents.

2.7.1 Appearanceof Goals

All characters in the arts and nearly all creatures in the world appear to have goals. If
we want our agents to be as believable, they need to also appear to have goals. As| will
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describe in the coming chapters, | believe one promising path to achieve this is to use
explicit representations of goals in the architecture. Authors can express what goals their
agent has, how they arise, and create behaviors for the agent to express those goals as
appropriate for the personality being constructed.

2.7.2 Concurrent Pursuit of Goals and Parallel Action

Creatures we normally see, whether in everyday life or characters from the arts, perform
multiple activities at the same time. Dogs wag their tails, and move their ears, heads and
eyes while they are barking to get your attention. People routinely do things like stirring
the pasta sauce on the stove at the same time they are watching television. Asthey do these
they are performing a myriad of activities: understanding what the actors are doing and
saying, having emotional reactions to the story, monitoring the consistency of the sauce,
testing itstaste from timeto time, etc. Some activitiesare truly performed in parallel while
others are done concurrently with amix of interleaving of steps and parallel or overlapping
action. If we want our agents to have convincing behavior, they also need to be able to
perform multiple actions and pursue multiple higher level activities concurrently.

2.7.3 Reactive and Responsive

Charactersinthe artsarereactiveto changesin their world. Itishard to imagine acharacter
that could be believable that never reacted to a speeding car about to hit him, someone
yelling his name, or someone opening the door for him as he was reaching for the handle.
Certainly believable characters have been created that don’t react to some events such as
these; charactersbased on the stereotype of an absent-minded professor might requirebeing
non-reactive to some types of events. Even such specialized characters, however, have a
base level of reactivity, and for the broad range of characters reactivity is an ever-present
aspect of their behavior.

It is not enough to have this ability to be reactive. These reactions must be at speeds
that are reasonable. Even if everything else is perfect, a character would not be believable
if its responses were always delayed by a minute. One could also imagine breakdowns
in believability if the responses were too fast. The responsiveness of the agent must be
within the ranges people are willing to accept as believable. The ranges used by existing
characters, creaturesintheworld and people areagood starting point. Morespecifically, the
particular responsivenessin asituation should be appropriate to the character’s personality.
Reactions to a greeting can be dow if the character istired or a contemplative personality,
but they should be faster if the character is an energetic, spirited child.

2.7.4 Situated

Characters in the arts appear situated in the sense described by Agre and Chapman [Agre
and Chapman 1990]: they change what they are doing and how they do it in response to
the unfolding situation. Thisis clearly a basic need for believable agents.
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2.7.5 Resource Bounded — Body and Mind

Charactersin the arts seem resource bounded. They seem to have limits both on how much
they can think about and in what they are physically capable of. These limitations are,
of course, specific to the character. A genius is often portrayed, in part, by the character
appearing to think very quickly, and Superman can physically do more than normal people.
Nevertheless, all characters, even these, have limits on what they are capable of.

Typically, in autonomous agents and other aspects of artificial intelligence,* researchers
do not place limits on what can be done. They try to get the agents to be as smart and
capable as possible. For believable agents, appropriate limits both mentally and physically
are needed.

2.7.6 Exist in a Social Context

Every character in the arts exists in a social context. Whether that context is the literary
bookstore and lower east side New York of the film Crossing Delancey [Silver 1988], the
stylized and hard-edged San Francisco of The Maltese Falcon [Hammett 1957; Huston
1941], the 16th century feudal world of The Seven Samurai [Kurosawa 1954], or the
magical kingdom of Aladdin [Clements and Musker 1992], the characters understand the
social conventions and other aspects of the culture and world in which they exist.

Believable agents must also be situated in the culture, social conventions and other
aspects of the world in which they areto exist.

2.7.7 Broadly Capable

Characters in the arts are broadly capable. They seem to act, think, sense, talk, listen,
understand, have emotions, exist in dynamic worlds, etc. Technology for believable agents
need to be similarly broadly capableif itisto support the believable agentsthat people want
to build.

2.7.8 Waell Integrated (Capabilities and Behavior s)

In autonomous agents an observer can often see the boundaries between capabilities of the
agent. One can tell when the agent is sensing the environment, when it isgenerating natural
language, and when it is acting in the world. Thisis often because these parts of the agent
are distinct modules and the external behavior of the agent radically changes when it is
performing one versus another of these functions. It is not uncommon for an agent to stop
moving entirely when planning a natural language utterance or when processing sensory
data. Other more subtle signals of the separation of the functions are also common, for
example the agent appearing to have different knowledge of the world when speaking than
when acting.

4Cognitive Science research is an exception to this.
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In charactersthis is not the case. Characters capabilities seem to be seamlesdly inte-
grated, with the character freely combining them for whatever it is currently doing. For
believable agents to seem alive their capabilities need to appear as well integrated.

Similarly, autonomous agents often abruptly switch between behaviors, or otherwise
have distinct observable behavior boundaries. For example, atraditional robot often returns
toaparticular “rest” configuration between each of itsbehaviors. Thisallowsthe behaviors
to bewritten more easily because they always start and end at the same position. Sometimes
the distinctness of behaviorsis apparent because of time delays between them, or because
of the abruptness of the switch.

Characters do not aways have such distinct observabl e behavior boundaries. Itismuch
harder to unambiguoudly divide a character’s stream of activity into distinct behaviors.
They smoothly move from one activity to the next, often overlap portions of behaviors, and
have appropriate transitions between behaviors when distinct transitions are appropriate.
The behaviors of believable agents must be similarly well integrated.

2.8 Summary

| have described in this chapter requirements for believable agents. These requirements
were developed from my study of the traditional character-based arts as well as attemptsto
create interactive, autonomous versions of these characters.

| will be referring back to these requirements repeatedly throughout the thesis, so | list
them again in Figure 2.1 for easy reference.
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e Personality

e Emotion

e Self Motivation

e Change

e Social relationships
e Consistency

e Illusion of Life

— Appearance of Goals

— Concurrent pursuit of Goals

— Parallel Action

— Reactive and Responsive

— Situated

— Resour ce Bounded — body and mind

— Exist in a Social context

— Broadly Capable

— Waell integrated (capabilitiesand behaviors)

FIGURE 2.1: Requirementsfor Believability.
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Chapter 3

Example Domain

To make concrete the problem to be solved, | think it is valuable to describe the types
of basic building blocks my agents will be built from: what actions will they be able to
perform; what events will they be able to perceive; and in general, what kind of world will
they exist in. Building abelievable agent with very high-level primitiveactionsisdifferent
that building one which must directly control motor impulses.!

Because one of the goals of my work isto build agents that are believable in real-time,
animated, interactive worlds, | will describe one such world here. My work has also been
used to build agents in less continuous worlds with a text interface, and more physically-
based worlds based on amass-spring simulation model. A description of an agent from the
text-interface world isdescribed in [Bates et al. 1994].

The world described in this section was originally designed for a system called Edge of
Intention and known informally as the Woggles. | have since modified it dightly from its
original formto allow for additional exploration; one modification of note isthe addition of
text bubblesto allow the agents to perform speaking acts. The use of these text bubblesto
allow agentsto “talk” isdescribed in Chapter 8. Edge of Intention wasbuilt in collaboration
with about a dozen people from the CMU Oz and Graphics groups and others. It wasfirst
shown in the Arts Exhibition at the 1992 American Association for Artificial Intelligence
(AAAI) conference. Theworldwithtwo agentsisshowninFigure3.1.2 Our goal increating
thisworld wasto create asimple world in which we could test and showcase our believable
agent work. We chose to make the world and physical bodies of the agents smple, and
we intended for the complexity and richness in the system to arise from the movement,
behavior and interactions of the agents with each other and with human participants. The
artistic style of the world is intended to be reminiscent of the worlds created by Dr. Seuss
in his popular children’s books [ Seuss 1975].

Technically, the world is modeled as a surface over a rectangularly bounded plane.

1Thisis amore subtle trade-off than it appears at first glance. Higher-level primitive actions might make
it easier to construct an agent, but might make it harder to accomplish the requirement of per sonality because
personality-based variation might be needed within the high-level actions.

2The original version includes four agents; three with distinct personalities and one is controlled by a
human interactor. The current version allows the system to be run with any subset of the four agents.
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FIGURE 3.1: The Edge of Intention world

There is a fixed camera displaying the world on the screen, and nearly all of the world
is visible from this vantage point. The surface is defined by discretely partitioning the
bounded plane into a 1000 by 1000 grid, and specifying a height for every discrete point.
This surface is painted for our aesthetic benefit, but the agents in the world do not see the
colors. They can only sense the shape of the surface. The bushes, grass, and trees are all
painted. The funnel shapes in the upper right and lower left corners are actually modeled
as cylinders with the funnel appearance painted.

These two funnel shapes are part of the “chute”, which is the only mechanism in the
world. It isintended to be similar to adide in a playground or the hill for downhill skiing.
It isatubein the world that goes underground. The visible funnel shapes are the ends of
the tube. The Woggles can jump in the end on the right and they will slide out the other
end. The output end is pointed at the input end, and if they have enough speed when they
jump in, they are able to slide around twice from one jump.

The bodies of the agentsare likewise smple. A body ismodeled as an ellipsoid that can
sguash, stretch and have a shear transformation performed on it. Each body ellipsoid has a
rest shape that it returns to when it is not being actively controlled. It oscillates from the
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position it is in when control is released toward the rest position, damping the oscillation
each cycle.

Every body also has two eyes that are each composed of a white and a black sphere.
The eyes are placed in fixed positions on the body, and can be controlled by moving the
black sphere’s (pupil’s) location within constraints that maintain the appearance of eyes.

3.1 Actions

Each body is controlled by astream of often overlapping actionsthat areissued by themind.
The actions themselves are fairly low-level. Each causes between .2 and 1.5 seconds of
action. Multiple actionscan be executed in sequenceto create movementswith function and
meaning such as going to a point in the world, greeting another agent, sleeping, etc. Often
actions will be executed simultaneously or partially overlapping, for example a Woggle
might move its eyes dightly before, but overlapping with, turning its body to give some
anticipation to the turn. Uses of these actions to create meaningful behavior are given in
Sections 4.15, 7.8 and 8.5.

An actionis specified by aname and zero or more parameters. Intherest of thissection,
| describe each action in turn.

Jump and Put actions physically move the body from one three dimensional point to
another. As suggested by the name, a Jump causes the body to jump from its current point
to itstarget point. The body attempts to perform this jump with a duration specified in the
Jump action, and normally achieves this to within a few milliseconds. The duration of a
jump can be anywhere from .2 seconds to 1.5 seconds. A Put causes the body to dlide to
the target point at a speed necessary to arrive there within the given duration. Thisdideis
alinear interpolation of the body, unless a squash or normal is specified. In this case the
effect of a SquashDir (described below) is performed at the same time the Woggl€e's base
islinearly moved to the target point.

In addition to moving around the world using jumps and puts, a body can squash in
a number of ways. A Squash action causes the body to compress or expand along its
vertical axis. This action adjusts the other dimensions of the body to preserve its volume.
A SquashDir action does the same thing as a squash but in addition performs a shear
transformation. The direction of the shear is given as a vector argument to the action. For
both of these actions a duration argument is included. This duration specifies how long
it takes to transform from the current shape to the specified shape. The transformation is
linear.

When either of these actions is completed, the body oscillates back to its rest position
unless another squash, jump or put action immediately followsit. To override this return
to rest position, there are SquashHold and SquashDirHold actions. These variations are
exactly the same as the previoudy described Squash and SquashDir actions except that
the target shape is maintained after the action finishes. To return to the rest position from
one of these actions a SquashRelax action must be issued.
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The direction the body is facing can be changed by a Spin or SpinTo action. Both of
these actions take an angle and aduration. Spin turnsthe given anglerelativeto its current
heading in the specified duration. SpinTo turnsto the given absolute angle from its current
heading in the specified direction.

The direction the eyes are facing is controlled by similar actions. SpinEyes and
SpinEyesTo. These actions take the same angle and duration arguments, and turn the
eyes in the same way the body is turned by the Spin and SpinTo actions. The elevation of
the eyesis controlled by the actions ElevateEyes and ElevateEyesTo which move the eye
elevation by arelative or absolute angle respectively within the given time duration. If any
of these actions would cause the eye to move outside its physical range, its movement is
stopped at the boundary of that physical range.

Actions also exist that cause the eyes and direction of the body to track objects or
points. Tracking actions are not given a duration. The tracking behavior specified by
these actions remains active between the appropriate start action and stop action. The
directionthebody isfacing can track apoint or other agent’seyes using Star tFacePoint and
StartFaceWoggleEyes respectively. The eyes can do the same using StartL ook Point and
StartL ookWoggleEyes. The action StartTrackWoggleEyes is identical to issuing both
StartFaceWoggleEyes and StartL ookWoggleEyes with the same agent as the argument.
The tracking actions for the body heading and eye direction are ended using StopFace and
StopL ook actions.

An agent can “speak” by issuing text strings to appear in a speech bubble above the
agent’s head. An image of such a bubble is shown in Figure 3.1. These strings appear at
the next available position in the text bubble at the time the Say action isissued. Thisis
normally directly following the last text issued. Text in speech bubbles persists for atime,
and is removed when thistime expires. If there isno text in the speech bubble the bubble
isremoved. Dots mark pauses between issued text. If an agent continuoudly talks, no dots
are inserted. But every .7 seconds an agent pauses between Say actions, a“.’ character
is placed in the speech bubble. This gives avisual reference for pauses when an agent is
talking. These ellipses are not considered when removing expired text or speech bubbles.

The radii of the body ellipsoid can be changed by a ChangeBodyRadii action. The
new radii and duration over which to make the change are provided as arguments to the
action. The color for a body can be similarly changed by specifying new hue, saturation,
value, and duration arguments to a ChangeColor action.

Closing and opening a Woggle's eyes is accomplished by issuing CloseEyes and
OpenEyes actions. These actions take one frame each to execute. (The system normally
runs at 10 or more frames a second, so aframeis approximately a tenth of a second.)

A Woggle body can be caused to tremble by issuing a StartTremble action. Issuing a
StopTremble causes it to stop.
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3.2 PercelvingtheWorld

The agents can perceive the world at alow level. To perceive another agent’s behavior, an
agent can perceive the physical propertiesof the agent’s body and the actions that the agent
is performing at the current instant in time. The physical propertiesthat are perceived are
physical location, anglethebody isfacing, and directiontheeyesarefacing. Inaddition, any
of the actions described in the previous section can be perceived when they are executing.

This low level of perception must be interpreted by the mind of the agent in order
for the agent to react appropriately to relatively large scale events like fights, deeping,
moping, etc. For example, athreatening behavior might be recognized because an agent is
close to another while performing multiple quick body motion actions (squash, jump, put,
ChangeBodyRadii). Of course, how patterns of perception are interpreted is subject to the
social conventions of the created world, aswell as the individual personality of the agent.

The agents perceive the physical environment by querying positions in the XY plane
for associated heights. This allows agents, for example, to detect the edges of the world's
flat regions.

In the particular agents we have constructed in this world, each agent also has an
internal notion of “areas’ in thisworld. Areas are defined by a center point and two radii
that describes the largest circle that fits within the area and the smallest circle that includes
thearea. Each areamay have multiple social or personal meaningsfor an agent, for example
areas to deep, areas to dance, etc.

3.3 Interactive Participation

A human participant can interact with this world by controlling one creature using a
mouse and keyboard. The user-controlled agent can perform many of the actions that the
autonomoudly controlled agents can perform, although not all. The person can cause Jump
and Put actions by clicking on the point to be moved to. If the target point is near, aPut is
used; if it isfar, aJump is performed. Using another mouse button, the user can control
what the agent looks at. The agent will track the point or Woggle clicked on by executing
StartFacePoint and StartL ookPoint actions or a StartTrackWoggleEyes action. The
user-controlled agent “says’ in its speech bubble whatever the user types on the keyboard
by issuing Say actionsin responseto thetyping.® All of these actions areissued in real-time
as the user presses mouse buttons or types character by character.

In addition the user can cause the User Woggle to do two different stylized motion
gestures that have social meaning in thisworld. The first is a squash up and down, which
werefer to as“hey”, that in different contextsisinterpreted as“hi”, “bye”, “want to play”,
etc. The second motion is a shape change that was inspired by the threatening behavior of
cobras and other animals. When signaled by the mouse the user-controlled Woggle turnsto

3The ability to control the User Woggle's eye movements and the ability to “say” things in the User
Woggl€'s voice bubble are both extensions to the original Woggle domain. | added them both to explore
natural language as described in Chapter 8.
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face the nearest Woggle while shrinking its body radiusin one direction and increasing its
radius in the other two, to appear bigger to the Woggle it is facing. We refer to this second
movement as a“ puff” and an image of it isgivenin Figure 5.3.

3.4 TheTask

The task facing an author is how to construct one or more agents that use the available
perceptionsof theworld to produce series of potentially overlapping actionsthat make them
seem believable when interacting with other autonomous agents and human-controlled
agents.



Chapter 4

Hap

Hap is my agent architecture for believable agents. | developed Hap to try to satisfy three
complementary, but distinct, goals. First of al, it isdesigned as a language for expressing
detailed, interactive, personality-rich behavior. Ultimately, | want to allow people to build
believable agents that are as rich in detail as characters from the traditional arts. Thisis
directly in responseto thefirst requirement for believable agents— personality — described
in Chapter 2. An animator, for example, specifies a wealth of details to give life to his
character. Each character hasits own way of walking, its own mannerisms, its own desires.
Infact it has been claimed that no two characters should do the same thing in the same way
[ Thomas and Johnston 1981, p. 135]. To truly enable autonomous agents that seem alive
with similar richness of personality, these personality-specific details need to be specified.
In addition, since the character must be interactive, additional knowledge — such as when
to perform such actions, what to react to, what motivates this character — must aso be
specified. My first goal for Hap is that it be a language for encoding such knowledge.
That means that it must be possible to encode interactive versions of personality-specific
motions, aswell as behaviorsfor when and how those motions arise, and general reactions,
motivations, etc.

Central to this goal is my desire to allow artists or people with artistic vision of a
particular desired personality to express that vison in autonomous form. This direct
expression is in contrast to artificial life and some autonomous agent research that strives
to have the richness of the agent emerge. | want to give the creators of believable agents
direct control over the details and richness of their creations, just as traditional animators
have control over the details of the characters they bring to life. It is aso possible that
allowing artiststo directly craft the behavior of their agents is one of the best pathsto high
quality, artistically rich believable agents.

The second goal in designing Hap is for it to be an agent architecture that directly
addresses some of the requirementsfor believable agentsin real-time, visual worlds. | want
agentsthat seem aware, react to their environment, pursue parallel actions, seem emotional,
etc. Many of these requirements for believability (listed more completely in Chapter 2)
can be addressed at least in part by the architecture. By doing this | make the job of the
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character builder easier, since she! has aframework in which to express herself. Of course,
it is still necessary for her to impart the content to satisfy these requirements. Only she
knows what the agent should be emotional about, and to what it should react to be true to
its personality.

The third goal for Hap isthat it be a unified architecture in which to express all of the
processing aspectsof anagent. Anauthor writesbehaviorsfor action, emotional processing,
sensing, inference, and natural language generation in the same language. By expressing
all of these in Hap there are two advantages. First by being built in Hap, these capabilities
inherit some of the properties of Hap that are important for believability. Thisincludesboth
architectural properties that address specific requirements for believability, as well as the
general ability to express personality-specific variation within these processes. The second
advantage is the ability to combine these capabilities for the purposes of the agent as a
whole. At ahighlevel, an agent could be ssimply pursuing two independent goals as part of
asingle behavior, for examplewalking whiletalking as part of asocial behavior. At alower
level, agodl that is thought of as predominately in one capability could realize a subgoal
using another capability. For example, a natural language generation goal will very often
use physical action to accentuate what is being communicated or to carry out some of the
communication. Inference and perception goals and behaviors are amost always used as
part of other behaviors, and language generation often arises as part of other activity the
agent isinvolved with. Hap facilitates all of these types of combinations, as behaviors can
be written that combine goals of any type, and the goals themselves can be carried out by
complex behaviors that use combinations of goals and primitive actions of any type.

Through the detailed description of the Hap architecture in the following sections and
the description of capabilities built in Hap in Chapters 5, 6 and 8 some of the ways Hap
addresses these goals will become clear. Each goal will be addressed again in detail in
Chapter 9.

4.1 Goals, Behaviorsand Primitive Actions

An author encodes an agent’s behavior in Hap by writing goals and behaviors. A godl is
an atomic name and zero or more values, for example (wait_for 100), (stop_fight
Shrimp Wolf), and (amuse_self) are all potential goals. Unlike some notions of goas
in artificial intelligence, Hap goals have no meaning in and of themselves. They are not
planned for, and there is no grammar or logic in which the system can reason about them.
Instead they are given meaning through the agent builder’s vision of what they mean, and
the behaviorswritten to expressthat vision. Theinitial set of goalsfor the agent is specified
by the author.

Behaviors are written to describe the activity the agent can engage in. Each behavior
iswritten for goals with a particular name, and can be pursued by the agent when a goa
with that nameis active. Behaviors primarily provide an organization of stepsthat together

Ynthisdocument, | aternateusing“he”’ and “she”’ when referring to a person in the generic sense (without
a specified gender).
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describe an activity to accomplish that goal. Goals and primitive actionsare both steps. For
example, assimplebehavior for blinking isto perform the actions CloseEyes and OpenEyes
in sequence. More typically a behavior includes goals which must be elaborated to fully
determine the activity. For example, a behavior for the stop_fight goa above is to
physically move between the two who are fighting, and tell them to stop fighting. This
would be expressed as a paralel organization of two goas. The complete meaning of
the behavior is determined by how these goals are elaborated at runtime with their own
behaviors.

Multiple behaviors can be written for the same goal. For example, a single behavior for
an agent’s amuse_self goal would not make sense for most personalities. Most creatures
have multiple ways of amusing themselves that they pursue at different times. Likewise,
the behavior above for stopping a fight might not be appropriate for all situations in which
an agent has the stop_fight goal. Behaviorsfor this goal that are appropriate to various
situations can be written. Hap chooses among these behaviorsat runtime using information
about appropriate situations specified by the author.

In Hap, the complete activity a given agent can engage in is expressed as a fixed set of
behaviors written by the author.

Behaviors and goals are grounded in primitive actions. Primitive actions are of two
types, physical actionsand mental actions. Primitive physical actions are the set of actions
the body is directly capable of, for example jump to a point in the world or spin some
number of degrees. They differ depending on what type of body Hap is connected to. A
complete list of physical actions for one world is given in the previous chapter. Mental
actions are code that can be directly executed; they are written in an enhanced version of
C. By policy, mental actions are small, bounded computations.?

Theinitial goals, the behaviors, the subgoals they give rise to, their behaviors, etc. are
all written by an author, and comprise a large part of the personality of the agent. These
goals and behaviors are used to encode personality at many levels. from motivation to the
details of locomotion and eye movement.

4.2 Active Behavior Tree

At any point in time, all of the goals and behaviors an agent is pursuing are stored in the
active behavior tree (ABT). The ABT isthe main processing data structure in a Hap agent.
Initially this tree contains a root with children that are theinitial goals of the agent.

Hap'sbasic executionisto hierarchically expandingthe ABT at runtime. Thisexpansion
eventually resultsin astream of actionssent to thebody to beexecuted. Hap expandsthetree
by repeatedly choosing the best leaf node, and executing it. The mechanism for choosing
the best node is described in the discussion of the step arbiter in Section 4.12 below.

2|f this policy isviolated, Hap will still operate but reactivity, responsiveness and its real -time properties
are compromised. Complex computations are instead created using multiple mental actions and Hap's other
language constructs. See Section 5.1 for discussion of thisissue.
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The method for executing a step depends on the type of step: primitive physical action,
primitive mental action, or subgoal. Physical actions are executed by sending them to the
body to be executed. Mental actions are executed by running the associated code. A goal
node is executed by choosing a behavior that is appropriate for pursuing it in the current
situation. This behavior is then instantiated and written in the tree as the child of the goal
node. The steps of the behavior are written in the tree as children of the behavior node.
These steps are available to be chosen in future execution cycles aong with the other leaf
nodes of thetree.

The tree contracts as goals, actions and behaviors succeed, fail or are aborted.

B
G G G: amuse G
| self |
B B
G: blink G G A G

A: close
eyes

FIGURE 4.1: Example Active Behavior Tree

An example active behavior treeis shown in Figure4.1. “G” 'sin the figure are goals,
“B” 'sare behaviorsand “A” 's are primitive actions. Thefirst level of the ABT are al of
the top-level goals of an agent. Each behavior isin pursuit of its parent goal in the tree
and the children of the behavior are its component steps. At each execution cycle one of
the leaf stepsis chosen and executed. In this example tree, the amuse self goal, close eyes
action, or one of the unspecified four leaf goals or unspecified leaf action are available to
be chosen next. Some behaviors impose orderings as shown by the behavior for the blink
goal inthistree. The gray steps are not available to be chosen because of the order imposed
by the behavior. Thisisdescribed in Section 4.6.
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4.3 Success and Failure of Goals and Behaviors

Success and failure for goals and behaviors are defined recursively, with the success or
failure of primitive actions as the base cases. Primitive mental actions always succeed
when the code has been executed. Primitive physical actions succeed or fail based on how
the body performs the action in the world.

A goal succeedswhen abehavior chosen for it succeeds. For example, the amuse_self
goa mentioned earlier might succeed when a behavior to explore the world is chosen for
it and the exploration completes successfully. As mentioned earlier, most agents have
multiple ways of amusing themselves and this is reflected in multiple behaviors for the
amuse_self goal. Thusthere are many way for the goal to succeed.

A goal failswhen it is chosen to be executed, and no behaviors apply for it. Thiscould
occur because there are no behaviors for this goal that are appropriate in the current state
of theworld. It can also occur because all of the applicable behaviors have been tried and
failed. Each behavior is only attempted once for a particular goal. If an author wants a
behavior to be attempted multiple (but finite) timesfor agoal, he can make multiple copies
of the behavior. This would be desirable for a behavior that turns a key to start a car, for
example.

Behaviorsfail when any step fails. For example, if an agent is pursuing abehavior to go
to work by car and the car doesn’t start, the behavior fails. Any other stepsin the behavior
arethen aborted, and another behavior may then be chosen to pursue the goal to go to work.
Perhaps, in this case, a behavior to take the bus might be chosen.

This definition for the failure of a behavior may seem overly restrictive, as one can
imagine optional steps that could be part of many behaviors. As we shall see later, this
notion is expressible within Hap, but it is important to understand the basic definitions
before this and other relaxations of these definitions are explored.

A behavior succeedswhen all its steps succeed. No explicit test for successisnecessary
for abehavior andthegoal itisinservicetoto succeed. Asl discussbelow in Section 4.3.1,
this seems appropriate for much of a believable agent’s routine behavior. If an explicit test
isdesired for the behavior to succeed, one can be written (see Section 4.14.2).

Whenever an action or goal succeeds or fails, the active behavior tree is modified by
the cascading effects of that success or failure. These effects are described in pseudo code
in Figure 4.2. These effects start whenever a mental action succeeds, a physical action
succeeds or fails, or achosen leaf goal fails because no behaviors are applicable for it. At
that point, succeed_step Or fail_step iscaled on that action or goal. Succeed_step
performs the modifications to the ABT that are necessary whenever a goal or primitive
action succeeds: that step isremoved, and the parent behavior succeedsif there are no more
steps to execute. Fail_step performs the modifications to the ABT that are necessary
whenever a goal or primitive action fails. cause the parent behavior to fail. When a
behavior succeeds, succeed_behavior causes the goal that behavior wasin serviceto (its
parent goal) to succeed. When abehavior fails, thefact that it failed isrecorded in its parent
goal. Thisinformation is used to ensure that each behavior is attempted at most once for
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define succeed _step(S)
parent := parent_behavior(S)
remove(S)
if ( parent hasnochildren ) then
succeed _behavior(parent)

define fail step(S)
fail behavior(parent_behavior(S))

define succeed behavior(B)
succeed_step(parent_goal(B))

define fail_behavior(B)
add behavior to list of failed behaviorsin parent goal
remove(B)

define remove(Node)
removes the node and its subtree from the ABT.
Any executing actions in the subtree are aborted.

FIGURE 4.2: Basic cascading effects of success and failure of behaviors, goals and actions.

agiven goa. The faled behavior is then removed, aong with its subtree if it has one,
allowing another behavior to be chosen for this goal in later execution cycles.

When a node is removed from the tree, all of its children are also removed. In some
cases this results in executing actions being removed from the tree. In this case, these
actions are aborted.

4.3.1 Discussion: Routine Activity and Testsfor Success

Not requiring an explicit proposition to be true for a behavior (and therefore the goal the
behavior is in service to) to succeed is an unusual feature of action architectures like Hap
that deserves further comment. | chose this feature because of my belief that it is difficult
to create a complete and accurate domain model of the world and that such specifications
are unnecessary for much of the behavior of a believable agent. To illustrate these ideas
consider this example:

Peter has the goal to communicate to his friend Jim in another city. He tries
telephoning, but gets no answer. He then uses a behavior to write and send a
letter. He finishes the behavior by putting his letter in a mailbox, and goes on
with his day.
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In this example, how does Peter know that his goal was satisfied? He could wait until he
finds out definitively that his message wasreceived (by way of areply or return receipt from
the post office, for example). Asamore reasonableif less correct approximation, he could
have some model about the reliability of the mail system: that a message written in aletter,
and placed in an envel ope which has been addressed to the appropriate person satisfies the
goal of conveying the message to that person. But this expression issimply areiteration of
the behavior and the fact that each step was successfully finished. So, rather than require
that the criterion for each goal’s success be expressed in a predicate logic expression, Hap
allows the completion of a behavior for a particular goal be the criteriafor success.

Similarly one could argue that some behaviors are not intended to make any condition
true. For many personalities, the goal to “dance” succeeds precisely because the behavior
of dancing was performed.

| believe that much of routine behavior has a similar quality to these examplesin that
completing a behavior for the goal is an appropriate criteria for success. The traditional
approach, that a goal’s success is determined solely by the truth or falsity of a predicate,
can be realized by an appropriate encoding (as described in Section 4.14.2), athough this
feature has rarely been used in the agents constructed in Hap.

4.4 Situated Variation

An author can write multiple behaviors for a given goal, to capture the different ways the
agent pursues that goal. When any instance of the given goal is chosen for execution, Hap
chooses from these behaviors by attempting to choose the best behavior at that moment.
To inform this decision an author can write preconditions and specificities for behaviors.
The author can write a precondition for each behavior to specify under what circum-
stances the agent might choose this behavior to carry out achosen goal of the giventype. If
a precondition is false, the behavior will not be chosen. Preconditions are boolean-valued
expressions which can include references to the goal (including values embedded within
the goal), the internal state of the agent (including the agent’s emotional state, set of ac-
tive goals, etc.), and properties of the external world. In addition to yielding a value, a
precondition can bind variables to values for later usein the body of the behavior.

Behaviors can be labeled as more specific than others by writing a numeric specificity.
If no specificity is given, the default is zero. This allows specialized and general-purpose
versions of a behavior to be built and for this relationship to be indicated. For example,
an agent might have a normal behavior for starting her and most other cars. For her
husband's temperamental car that has electrical problems, the agent might have a more
specific behavior that includes pulling a fuse before turning the key so the brake lights
aren’'t shorted out. Except for pulling the fuse and reinserting it, the behavior might be the
same as the less-specific one that is used in other circumstances. In addition to a higher
specificity value, such abehavior would have an appropriate precondition to only apply to
the particular car aswell. Specificities need not order all behaviorsfor all goals. They are
only needed to order behaviorsfor a given goal, and of those only those behaviors whose
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preconditions can be true at the same time, and for which the author wants to specify a
preference.

Whenever agoal is chosen to be executed, Hap must choose a behavior for it. (When
none can be chosen, the goal fails.) The chosen behavior and component stepsareplaced in
the active behavior tree asthe subtree of the goal. The steps are then available to be chosen
for execution, perhaps being expanded with their own behaviors in turn, and eventually
resulting in actions being executed. If the behavior chosen for thisgoal failsfor any reason,
the behavior is removed, and the goal is again available for execution, allowing a new
behavior to be chosen to pursueit. This can result in Hap pursuing multiple behaviorsin
turnfor thesamegoal. If oneviewsbehaviorsasatypeof planthisactivity can beviewed as
atype of backtracking search in thereal world. The difference from classical backtracking
search is that the world may have changed between the time when one behavior is aborted
and another is chosen. This change could be the result of actions the aborted behavior
performed or smply because time has elapsed. Because of changes in the situation, the
set of behaviors that are appropriate in the current situation may be different than those
available previoudly.

Whenever a goal is chosen to be executed, Hap chooses a behavior for the goal by the
method presented in Figure 4.3. Hap only chooses among behaviors that have not failed
already for this goal instance, ensuring that each behavior is attempted at most once for a
given goal instance.® The precondition must be true in the current situation in order for a
behavior to be chosen. This ensures that the author thought the behavior appropriate for
the agent in this situation. Of the unfailed behaviors that apply in the current situation,
those with higher specificity values are attempted first. If there are multiple behaviorswith
the highest specificity values that have not failed for this goal and that apply in the current
situation, Hap chooses randomly among them.

1. If a behavior has failed previoudy for this goal instance, it is not
available to be chosen.

2. Behaviorswith false preconditions are not available to be chosen.
3. More specific behaviors are preferred over |ess specific ones.

4. 1f multiple behaviorsremain, Hap chooses randomly among them.

FIGURE 4.3: Behavior Arbiter — Method for choosing among multiple behaviorsfor agoal.

3As mentioned previously, if an author wants a behavior to be attempted multiple (but finite) times, this
is accomplished by including multiple copies of the behavior. With appropriate preconditions this alows
behaviors to be intelligently repeated when the situation seems appropriately favorable. If the author wants
infinite repetition, thisis accomplished using other annotations, as described in Section 4.8.2.
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4.4.1 Discussion: Useof Behaviors, Preconditions and Specificity to Ex-
press Per sonality

It should be noted that the aim in writing these behaviors, preconditions, etc. is dightly
different than the aim people have for other similar action architectures. The purpose here
isnot to write effective behaviors to accomplish the goal with preconditionsthat optimally
choose among them. Rather, the aim is to express the behaviors this character engages in
when it hasthis goal, and how it chooses among them. Expressions of arbitrary preference,
such as preferring chocolate over strawberry, and other forms of character-specific details
are completely appropriate uses of preconditions and specificity when building believable
agents and should be encoded.

To illustrate this difference between my approach and the traditional one, consider
the previoudy mentioned goal of stopping a fight. The traditional approach to writing
behaviors® for this goal might be to think of what ways would be most effective to stop
a fight, for example, physicaly restraining the combatants vs. telling them to stop vs.
getting help to stop the fight. The next step for the agent builder would be to decide in
what situations these methods would be effective. For example, physically restraining the
combatants only works if they are weaker than you; telling them to stop only worksif they
can hear you; etc. This approach, carried out in enough detail, could give one an effective
set of behaviors for stopping fights, but does not express a personality.

In my approach, one starts with a character in mind, and expresses what that character
does when it has a particular goal, and how it chooses among these behaviors. So, using
the same stop_fight goal, |et’s assume the character the author is building is a mother of
five small children, and that she has a temperament like Rosanne from the television show
Rosanne. The behaviors, preconditions and specificities need to express not what would
be most effective at accomplishing the goal, but rather what most effectively captures the
personality the agent builder has in mind. Thus the author might choose the same set of
behaviorsand add abehavior that threatensthe combatantswith abeating if they don’t stop.
The preconditions might be very different, for example there might be no precondition for
the behavior to tell them to stop, and the only precondition for the behavior that threatens
to beat them if they don’'t stop might be that the combatants be related to her. These
preconditions have nothing (or very little) to do with the situationsin which these behaviors
are effective at actually stopping the fight. Rather, they capture something about the type
of personality being built. This character is simply more likely to yell than to physically
act in these situations.

When one views the behaviors, preconditions and specificities as ways of expressing
a personality instead of as ways of making the agent’s goals most likely to succeed, the
job of building these behaviors, preconditions and specificities becomes different. If one
is trying to make the most effective behaviors and preconditions for accomplishing the
goal, the best decision may depend on information that isn’'t available to the agent, for
example, the relative strengths of the combatants vs. the agent’s own strength. Thisis part

4Similar architectures may use other names such as plans or plan schemas, but the concept remains the
same.
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of an increasingly studied problem in Al of planning with uncertainty. When the aim is
to express a desired personality, these decisions often only require what is known to the
agent. The mom based on Rosanne choosesto yell rather than to physically act because the
ones fighting are her children; this agent doesn’t need to know any uncertain information
to choose among its behaviors. The fact that yelling may not be very effective at stopping
the fight isincidental; yelling is what this personality does when her children are fighting.
The aim here is to express the personality. If that means building behaviors that often (or
even always) fail, then that is exactly what should be done.

Of course, creating agentsthat are not effective at any of their tasks (even if trueto their
personalities) is only interesting for so long. The point is not that believable agents don’t
need to be concerned with competence, but that competence is secondary to personality.
Nearly all personalities (even the Rosanne-based mom) are ultimately competent at some
level, but the ways they achieve that competence is individual and expressive of their
personality.

4.5 Reactivity

An agent built in the language so far described would be mostly obliviousto changesin the
environment. Hap provides two types of reactive annotations to address this need: success
tests and context conditions.

These reactive annotationswere designed to support two types of reactivity: recognizing
the spontaneous achievement of an active goal or subgoal, and realizing when changesin
the world make the pursuit of an active behavior nonsensical. These two types of reactivity
areillustrated by this example.

An agent has the goal of opening a locked door. She has two applicable
behaviors. get a key from her purse, unlock the door, and open it; or knock
and wait. If, while looking for a key, someone opens the door for her, she
should notice that her goal was satisfied and not keep working to accomplish
it. In the same scenario, if she were searching in her purse for the key when
her mischievous nephew snatched the purse, she should abandon that behavior®
and try knocking (and perhaps deal with the nephew later).

Optionally associated with each goal instance is a success test. The success test is
a method for recognizing when a goal’s purpose in the enclosing plan is spontaneously
achieved (capturing the first type of reactivity above.) Like a precondition, it is a boolean
expression that can include references to the values in the goal, the internal state of the
agent, and properties of the external world. If at any time this expression is true, then this
goal succeeds and is removed from the tree. The subtree rooted at the goal node is also
removed in the process since its only purpose was working toward the goal. The condition

SA different appropriate response might be to pursue the nephew now as a subgoal to get the key back. |
make no claims about whether abandoning a behavior or repairing it is appropriatein agiven situation or for
agiven personality. Hap supports both. Encoding repairsis described in Section 4.8.4.
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expressed in a success tests is sufficient, but not necessary, for agoal to succeed. A very
unreactive agent might use false for most success tests and therefore never recognize
when goal's are spontaneoudly achieved.

Optionally associated with each behavior is a context condition. This condition is
intended to notice situations in which things have changed sufficiently for the behavior to
no longer be appropriate. For example, abehavior for an amuse goal that involves playing
with a ball no longer makes sense when the ball has been irrevocably lost. This kind
of change is recognized by a context condition specific to the behavior. When a context
condition becomes false, the associated behavior fails and is removed from the ABT. The
subtree rooted at this behavior is also removed and any subsidiary goals, behaviors, or
actions are aborted. Aswhen abehavior failsfor other reasons, the goal it wasin serviceto
remains, and another behavior can be chosen to pursueit.

The condition expressed in a context condition is necessary, but not sufficient, for the
behavior to work. A very unaware character might use true for most context conditions.
Thiscorrespondsto not being very aware of the world changing out from under apreviously
plausible behavior.

The conditions under which a behavior can be started (expressed in Hap as the precon-
dition for a behavior) and the conditions that must remain true for it to continue to be a
plausible behavior (a context condition) are not the same concept, and very often the two
conditions will be different for the same behavior. For example, consider an agent per-
forming a communication goal. It may have multiple behaviors to choose from to convey
the information, such as one that conveys the information in a friendly, pleasant manner,
and one that conveys the information in a direct and aggressive manner. The agent might
choose the friendly phrasing if it is feeling happy. It might abort that behavior if it became
less happy, but it would be desirable in some personalities for the threshold for aborting to
be lower than that for deciding in thefirst place. Having two different conditionsto express
these two aspects of the behavior of an agent isan important property of Hap for expressing
the personality of an agent.

Neither the success tests nor context conditionsin the agent need be complete or totally
accurate for the agent to function. Hap’'s other processing properties alow some partial
recovery for missing or incomplete conditions. For example, if a context condition is left
out, the agent continues performing the behavior. In some cases, a step of the behavior
will fail because of the changed context. In these cases, the failure of the behavior (and
opportunity to pursue another one for this goal) is delayed, but does occur.

In addition, as in preconditions, the aim in writing context conditions and success tests
is not to make behaviors that optimally accomplish the goals of the agent. Rather, it isto
allow an author to encode the reactivity of the personality being built. Particular characters
only recognize opportunitiesand contingenciesthat are appropriateto their personality, and
those are the onesthat should be expressed in these annotations. Aswith preconditions, this
encoding may be easier in some waysthan trying to create behaviorsthat are most effective
at accomplishing the goals. The opportunitiesthat an agent pursues are often the result of
recognizable situations at the time the behavior is executing.
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4.6 Typesof Behaviors

Behaviors organize steps to carry out a goal. Their organization depends on the type of
the behavior. There are three types of behaviorsin Hap: sequentia behavior, concurrent
behavior, and collection behavior. The steps of agiven behavior are available for execution
based on the type of the behavior. In a sequential behavior each of the steps is available
to be executed only after the preceding steps have finished successfully. (If any step fails
the behavior fails, removing itself and any remaining steps as described in the previous
section.) A concurrent behavior and a collection behavior both allow all of their steps to
be pursued in any order. Asyou will see below in Section 4.12 and Section 4.13 this often
results in concurrent pursuit of goals and in parallel actions being executed.

The difference between a concurrent behavior and a collection behavior is in how
they succeed and fail. All steps of a concurrent behavior must succeed in order for it to
succeed, and any steps that fail cause the behavior to fail. Thisisthe same asin sequential
behaviors. A collection behavior specifies a collection of steps that should be attempted to
accomplish the given goal. Whether they succeed or fail is not important. When all steps
have completed (by succeeding or by failing), the behavior succeeds.

The root node of the ABT is a collection behavior node, with the initial goals of the
agent asitschildren. Thisallowsall of theinitial goals of the agent to be pursued in paralel,
and allows them to succeed or fail without affecting their siblings.

More complex structures of steps can be created by nesting these basic types of behav-
iors. For example, multiple sequential threads of behavior can be built by using aconcurrent
behavior with goals all of which are pursued by sequential behaviors. Section 4.14.2 shows
how such nested behaviors can be more easily expressed.

Figure 4.4 shows how the cascading effects of success and failure are extended to
accommodate the different types of behaviors. Collection behaviors in particular change
the definition of these effects because a failed step does not cause the parent collection
behavior to fail, and may in fact cause it to succeed if it wasthe last step. The effects must
also be modified for sequential behaviors because only one step of a sequential behavior,
the current step, isin the ABT at atime. This ensures that the steps of the behavior are
executed in order. When the current step succeeds, the next step of the behavior is placed
in the tree so that it can be executed. If the current step is the last step of the behavior, the
behavior succeeds when that step succeeds.

In addition to these changes in the cascading effects of success and failure, there are
additional ways to initiate these effects. As before, the success or failure of a primitive
action or the failure of a goal because of no applicable behaviors initiates these effects
at the succeed_step and fail_step level. In addition, any step in the tree which has
an associated success test that evaluates true succeeds, and causes the cascading effects
defined by succeed_step of that step. Analogoudly, any context condition that evaluates
false causes the associated active behavior to fail with effects defined by fail_behavior
of that behavior.
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define succeed _step(S)
parent := parent_behavior(S)
remove(S)
if ( parentisasequential_behavior ) then
if ( Swaslast step of parent )
succeed behavior(parent)
else
place next step of parent as child of parent
else ;; note: parentiscollection or concurrent behavior
if ( parenthasnochildren ) then
succeed behavior(parent)

define fail step(S)
parent := parent_behavior(S)
if ( parentiscollection ) then
remove(S)
if ( parenthasnochildren ) then
succeed behavior(parent)
else
no-op
else
fail behavior(parent)

define succeed behavior(B)
succeed_step(parent_goal(B))

define fail_behavior(B)
add behavior to list of failed behaviorsin parent goal
remove(B)

define remove(Node)
removes the node and its subtree from the ABT.
Any executing actions that are removed are aborted.

FIGURE 4.4: Cascading effects of success and failure of behaviors, goals and actions.
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4.7 Example Behavior

(concurrent_behavior stop_fight (kidl kid2)
(precondition feding energetic and
$$kid1 and $$kid2 are nearby and
$kid1 and $$kid2 are my children)
(context_condition $$kidland $3kid2 not too far away)
(with (success_test | am between $$kidl and $$kid2)
(subgoal move_between $$kidl $$kid2))
(subgoal communicate stopfighting concept))

FIGURE 4.5: Example behavior.

An example behavior to illustrate the syntax of Hap is shown in Figure 4.5. The
full grammar of Hap syntax is shown in Appendix A. The syntax for test conditions
in preconditions, success tests and context conditions are not shown, because they are
not central to the language. In general they are boolean valued match-expressions over
anything in the agent’s memory, anything the agent can sense, and reflection of Hap’s
internal processing state. The syntax for a concept in a communication goal is also not
shown. Communication goals are described in detail in Chapter 8.

This behavior is one of the methods for the agent to stop a fight between two of her
kids. The precondition shows the conditions under which it can be chosen: that the two
fighting are her kids, that she isfeeling energetic, and that the fight is nearby. The context
condition shows the conditions under which she will continue to pursue this behavior. If
the kids move too far away, then she will not continue to chase them. This behavior has
two goals asits steps. one to move between the two kids and the other to tell them to stop
fighting. These two stepswill be pursued concurrently because the behavior isa concurrent
behavior.

A successtest isadded to themove_between goal, so that if the fight moves around the
parent, she will recognize the opportunistic success of that goal. Annotationsto goals are
added using awith form. If no with formisgiven then all possible annotations are given
default values. In this way the second goal is given a default success test of false, S0 it
will never opportunistically succeed.

4.8 EXpressiveness

Toround out the ability to express adetailed interactive behavior in Hap, | need to describea
number of detailsthat increase the expressiveness of the framework | have described so far.
Thefirst isaspecia type of step and the rest are annotations that modify the interpretation
of any steps they are applied to.
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The step can be used in a behavior anywhere any other step is used. The additional
annotationsto steps can be added using awith clause as shown in Figure 4.5.

Each of these details arose while building specific agents, to express some concept
that the agent builder wanted for the personality being built. After being added to the
architecture, these language features have been pervasively used in all of the agents built
in Hap. For meit is hard to imagine building a character in Hap that does not use each of
these features repeatedly.

Many of these annotations can be viewed as all owing exceptionsto the default execution
behavior of Hap. By providing language support for expressing these exceptions, Hap
requiresless work by the author to program “around” the default behavior. In Chapter 10 |
suggest that authors will always want to break “rules’ that are instituted by the architecture
because they will always come up with artistic visions that were not anticipated. In Hap,
| have attempted to make the architecture support such “breaking of the rules’. The
experience of myself and otherswho have used the system suggest that these exceptionsare
useful for the detailed expression of interactive personalities. This usefulness is suggested
by the code examples in the coming chapters, especially the detailed description of a
complete agent in Chapter 7.

4.8.1 Wait Step Type

In addition to goals and primitive actions, Hap includes a special type of step called wait
that can beincluded in abehavior. A wait step isastep that isnever chosen to be executed.
Its main purpose is to be placed in a sequential behavior at the point when that behavior
should bepaused. Becauseitisnever picked for execution, whenitisreached inasequential
behavior, it suspends that behavior until it isremoved. It can be removed by an associated
success test becoming true, or by success or failure of one of its ancestorsin the tree.

The most commonway to useawait stepiswith asuccess test that encodesthe situation
in which the behavior should continue.

(sequential behavior generic_demon (argumentl ...)
(with (success_test firing conditionfor the demon)
(wait))
demon body_step_form....)

FIGURE 4.6: Structure of ademon in Hap.

A special case use of wait isto encode the common concept of ademon. Thisis done
by placing await step asthefirst step of asequential behavior. Thefiring condition for the
demon is added as a success test for thiswait step, and the body of the demonis placed in
the second and later steps of the behavior. The structureisshown in Figure4.6. If the author
wishes to create a demon whose body is a concurrent or collection behavior (rather than
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sequential) thisis done by creating an intermediate subgoal that is the only element in the
demon body, and creating asingle behavior for thissubgoal of type concurrent or collection.
This structure for one whose body is a concurrent behavior is shown in Figure 4.7. Either

(sequential behavior generic_demon (argumentl ...)
(with (success_test firing conditionfor the demon)
(wait))
(subgoal generic_demon_subsidiary $$argumentl ...))

(concurrent_behavior generic_demon_subsidiary (argumentl ...)
demon body_step_form ... )

FIGURE 4.7: Structure of a demon with concurrent body steps expressed in Hap.

type of demon is enabled whenever the sequential behavior isin the active behavior tree.
Whenever the condition becomes true the demon fires, by the firing of the success test and
removal of thewait step, and the body can then be executed.

4.8.2 Persistenceof Steps

Itisoftendesirablefor an agent to haveanumber of goal sthat arealwayspresent. Such goals
might include respond_to_danger, amuse_self, or others depending on the personality
being encoded. Hap alows this by providing apersistent annotation that can be added
to any step. If astep has thisannotation, it is not removed when it succeeds or fails. It can
only be removed when the subtree it is a part of is removed (which happens when one of
its ancestors succeeds or fails).

It is common in the agents | have built to have a number of goals at the top level that
are persistent, by being marked with apersistent annotation. These goalstypically have
a good bit of structure under them as they are the fundamental elements of the agent’s
behavior.

Specifying that a goal is persistent is also sometimes appropriate in goals that are part
of more transient behaviors. For example, consider a behavior a housecat might use to
tell ahuman to feed it. The basic behavior for this communication might be to alternately
rub its empty food bowl, look up at the human, and meow. There is a problem with this
behavior if the person picks the cat up for any reason. So one might build this behavior
with two parts: thefirstisagoal that causes the described behavior for sometime, and then
gives up; the second goal needs to respond to being picked up by jumping back down. Itis
undesirable for the second goal to be removed when it is completed because the cat may be
picked up again. It needs to be a persistent goal. (The behavior for this goal is an example
of ademon as described above: a sequentia behavior with a wait step as the first step, a
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success test on thiswait step that recognizes when the cat has been picked up, and a second
step to jump down.)

Hap aso provides (persistent when_succeeds) and (persistent when_fails)
annotations for steps. The (persistent when_succeeds) annotation causes the asso-
ciated step to be continuously pursued as long as it is successful, but if it ever fails the
normal effects of a step failing occur, for example causing the enclosing behavior to fail.
The (persistent when_fails) annotation causes the associated step to be repeatedly
pursued until it succeeds. In that case the normal effects of a step succeeding occur, for
example continuing to the next step in a sequential behavior.

4.8.3 Ignore Failure

When a goal or other step fails, this failure causes the enclosing behavior to fail, which
may cause the parent goal to fail, etc. Thisreaction isnot aways desirable. In some cases,
an author may want to include that a goal be attempted as part of a behavior, but that the
attempt need not be successful for the behavior to succeed. For example, consider building
a behavior for responding to a stranger who has just done you a good turn that cost her
money. Depending on the character being built, this behavior would likely include two
goals. one expressing thanks, and the other paying for the cost and time. If the second goal
did not succeed, this would not be cause for the behavior to fail; for some personalitiesthe
expression of thanks and the attempt to pay is enough of aresponse in this situation.

Hap allows one to express such a behavior by adding an ignore_failure annotation
to the goal to pay. The goal will then be attempted in good faith, possibly succeeding. But,
if it fails, the enclosing behavior will not fail as a result.

4.8.4 Effect_Only

Normally in any behaviors, all of the steps have to be attempted in order for the behavior
to succeed. Using the ignore_failure annotation above an author can allow some of the
stepsto fail, but they must still be attempted. It is sometimes useful to have truly optional
steps that need not even be attempted as part of the behavior. In Hap, thisidea of atruly
optional step is only possible in the context of a concurrent or collection behavior. (If
one were placed in a sequential behavior, it would have to be attempted because of the
sequencing constraint: when all of the steps before it in the behavior have finished it is
the only thing available in this behavior to be attempted, and any steps after it cannot be
pursued until itiscompleted.) Optional stepsarepossibleinHapby addinganeffect_only
annotation to the step.

Optional steps can be used intwo meaningful waysin concurrent or collection behaviors.
The first is to express an optional part of a behavior that happens or not by pure chance.
For example, when people say aperson’s name in a sentence and that person isnearby, they
sometimes glance at the person and sometimes they don’t. This can be expressed in Hap
by using the effect_only annotation in asingle concurrent behavior with two goals. The
first goal isagoal to say the person’s name. The second goal isan optiona goal (annotated
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effect_only) to glance toward the person. Because of the effect_only annotation on
the glance goal, only thefirst goal isnecessary for the behavior to complete, so the behavior
may complete with no glance. But, if the second goal is chosen and executed before the
first goal completes, then the glance will occur with the utterance.

The second use of theeffect _only annotation isto create an optional demon that once
triggered must be pursued. This is done by giving the demon a positive priority modifier.
(Priority is discussed in Section 4.11. Basicaly, higher priority goals are pursued before
lower priority goals.) Beforeitistriggered, the wait step is never chosen. When triggered,
all of the steps of the demon have a higher priority than the other steps of the behavior,
and so are preferred to them. This can be used to make demons that respond to minor
contingencies in a behavior, or for other uses. In fact, thisis exactly the situation of the
housecat trying to tell a human to feed it, that was described above in Section 4.8.2. The
behavior | proposed in that section has two parts. one part that tries to physically convey
that the food bowl is empty by rubbing against it while meowing at the person for some
time; and the other part that is a demon that responds to being picked up. As| mentioned
in that section the demon needs to be persistent in case the person picks the cat up multiple
times, but it also needsto be optional in case the person never picksup thecat. The behavior
should succeed if thefirst part succeeds even if thisstep is never attempted. It would likely
be appropriate to make the behavior fail if either goal fails. This can be accomplished by
usingtheeffect_onlyannotationanda (persistent when_succeeds) annotation, and
not including the ignore_failure annotation. Then if the cat is unsuccessful at jumping
down when picked up, the behavior would fail.

4.8.5 Number_Needed_for _Success

The final annotation for expressiveness is number_needed_for_success. Normally all
of a behavior’s steps must succeed for the behavior to succeed, or some of the steps
can be explicitly annotated as optional by using the annotation effect_only. Thisis
not aways desirable. There are cases, for example, where two goals should be pursued
concurrently, but if either one succeeds, the behavior should succeed. (See Figure 5.4
and surrounding description for an example of thisneed and use.) Effect_only does not
capture this expression because the author doesn’'t know ahead of time which goal will
succeed and which will become optional. To capturethis case, Hap providesthe annotation
number_needed_for_success.

This annotation can only be used in concurrent oOr collection behaviors. In these
behaviors is defines the number of steps that must succeed (or succeed or fail in the case
of a collection behavior) in order for the behavior to succeed. Steps that are marked
effect_only are not included in the count, so this annotation can be meaningfully com-
binedwitheffect_only. For exampleabehavior could bewrittenwithtwo effect_only
goals and three other goals with a number_needed_for_success annotation with value
two. Hap would pursue al five goals concurrently, and the behavior would succeed when-
ever two of the three goals not marked effect_only succeed. Combining this annotation
with nested behaviors allows still more expressiveness.
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4.9 Full Cascading Effects of Success and Failure

Now that | have described all of the annotations that affect success and failure of goals, |
am in a position to describe the full effects of success and failure. As mentioned before,
the success and failure of goals and behaviors are defined recursively. These effects are
presented in pseudo code in Figure 4.8 which is an expanded version of the more basic
descriptions given in Figures 4.2 and 4.4.

These effects are initially triggered in the same ways described in Section 4.6 the
success or failure of a primitive action; the failure of a goal because no behaviors are
applicable; and the firing of a success test or context condition. The success of aprimitive
action or firing of a success test causes the effects specified by succeed_step on the
associated ABT node. Both the failure of a primitive action or failure of a goal because
it is chosen and no behaviors apply cause the effects specified by fail_step on the
associated ABT node. And, the firing of a context condition causes the effects specified by
fail_behavior onthe associated ABT behavior node.

Whenever a step succeeds, through the initial causes above or because of the recursive
causes described below, the effects specified in succeed_step occur. First, if it ismarked
persistent Of (persistent when_succeeds), then the step is reset with the effects
gpecified by reset_step. Reset_step isdescribed below; it adjusts the ABT so the step
isagain available to be pursued.

If thestep isnot persistent, thenitisremoved along withany of itschildren. (If an execut-
ing actionisremoved, itisaborted.) If the parent behavior isasequential behavior, then the
next step of that behavior isplacedinthetreeasitschild. If thereisno next step, the behavior
succeeds with the effects of succeed_behavior. If the parent behavior isnot a sequential
behavior then nothing is done beyond removing the step, unless the step was the last needed
for the behavior tosucceed. Thisisthecaseif Num_needed_for_success stepsnot marked
effect_only have been removed. Num_needed_for_success iS the value specified by
the behavior’ snumber_needed_for_success annotation if present. Otherwise, it isset to
the number of stepsin the behavior that are not marked effect_only. Thisis equivalent
to succeeding if there are no remaining steps, if there are no remaining steps that have not
been marked effect_only, or if N steps that aren’t marked effect_only have been re-
moved and Nl or fewer stepsare needed for success dueto anumber_needed_for_success
annotation in the behavior. In this situation, the behavior is caused to succeed with the
effectsof succeed_behavior.

Whenever a step fails, through the initial causes above or through the recursive causes
described herein, the effects specified in fail_step occur. If the step is annotated with
ignore_failure then the effects of succeed_step occur instead. Otherwisg, if it is
annotated as persistent Or (persistent when_fails), then it isreset (in the manner
described in reset_step) SO that it is available to be pursued anew.

If thestepisnot persistent nor marked ignore_failure,thenitisremoved (asdescribed
for remove) and the further effects depend on the type of the parent behavior. If the parent
behavior is a collection behavior, then failure of any step is treated the same as success of
a step, so the same effects occur as above when a step succeeds in a collection behavior:
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define succeed _step(S)
if ( Smarked persistent or (persistent when_succeeds) ) then
reset_step(S)
else
parent := parent_behavior(S)
remove(S)
if ( parentisasequential_behavior ) then
if ( Swaslast step of parent )
succeed behavior(parent)
else
place next step of parent as child of parent
else ;; note parentis collection or concurrent behavior
if ( haveremoved Num_for_success of parent’s non-effect_only children ) then
succeed behavior(parent)

define fail step(S)
if ( Smarked ignorefailure ) then
succeed_step(S)
else if ( Smarked persistent or (persistent when_fails) ) then
reset_step(S)
else
parent := parent_behavior(S)
remove(S)
if ( parentiscollection ) then
if ( haveremoved Num_for_success of parent’s non-effect_only children ) then
succeed behavior(parent)
else
no-op
else if ( Snot marked effect_only ) then
fail behavior(parent)

define succeed behavior(B)
succeed_step(parent_goal(B))

define fail_behavior(B)
add behavior to list of failed behaviorsin parent goal
remove(B)

define reset_step(S)
if ( Sisagod ) then
remove(child(S))
clear list of failed behaviorsin S
else ;; note: Sisphysical or mental primitive action
abort if executing and mark as not executing

define remove(Node)
remove the node and its subtree from the ABT.
any executing actions that are removed are aborted.

FIGURE 4.8: Full cascading effects of success and failure of behaviors, goals and actions.



4.10. Conflicts 55

nothing isdone beyond removing the step unlessthisisthe last step needed for the behavior
to succeed. The conditions for this are the same as described above.

If the parent behavior is not a collection behavior, then the failure of the step causes
the parent behavior to fail unless the step is annotated as effect_only. If it is marked
effect_only thennothingisdonebeyondtheremoval of thestep. Theeffectsof abehavior
failing are described below in the description of fail_behavior.

As succeed_behavior specifies, whenever a behavior succeeds it causes the parent
goal to succeed with all of the effects described above for succeed_step.

As specified by fail_behavior, whenever a behavior fails that behavior is added to
the list of failed behaviors for the parent goal, and the behavior is removed from the ABT.
The recorded information is used to ensure that each behavior is attempted at most once
per goal (unlessthat goal isreset).

Reset_step Specifies how the ABT is adjusted to make a step again available to be
pursued. For a goal this means removing any behavior that is currently pursuing this goal
(as specified by remove), and clearing the record of failed behaviors for the goal. In this
way, the goal is a leaf goal that is available to be chosen for execution. It aso has no
recorded failed behaviors, so al of the behaviors for this goal are available to be pursued
inturn.

If the step being reset isaprimitive physical action theactionisaborted if it isexecuting
and marked as not executing. If the step is a primitive mental action nothing is done. (A
primitive mental action executes atomically, so it is never marked as executing.) In this
way it isagain anon-executing leaf goal, available to be chosen for execution.

Removing any node from the ABT causes al of the children of the node to also be
removed. Nothing else isdone unless an executing action isincluded in the removed nodes.
For any executing actions that are removed, an abort signal is sent to the body to abort the
action.® Removing a behavior causes its parent goal to become aleaf goal of the ABT. As
with all leaf goals, it isthen available to be chosen for execution which can result in another
behavior chosen to pursueit.

4.10 Conflicts

Concurrent behaviors and collection behaviors introduce parallel threads of activity to
a Hap agent. This possibility exists at the very highest level because the root node of
the ABT is a collection behavior node. This is an important property for believable
agents, as most personalities juggle and interleave multiple activities or parts of the same
activity simultaneoudly. There is an issue, however, of which activities can be pursued
simultaneously and which cannot.

6An abort signal may or may not be successful. When not successful, the fact that the action is executing
is recorded el sewhere for use by Hap's conflict mechanism (see Section 4.10) to avoid issuing actions that
use the same resources or conflict in other ways.



56 Chapter 4. Hap

| know of two ideas that seem important in determining what activities can be mixed.
The first is physical congtraints; for example, most agents smply cannot move in two
directions at the same time. These constraints are given by the capabilities of the agent’s
body in the domain to which Hap is connected. The second idea is that some activities
conceptually conflict, even though thereisno physical resourceconflict. For example, while
deeping the primitive actions being executed are rather sparse and do not by themselves
preclude concurrently executing other primitive actions. Nevertheless, in personalitiesthat
don’'t deepwalk, sleeping conflictswith actionsthat significantly move the body. Similarly,
adults have conversations while eating dinner, but would typically not play a game while
eating. Children might not have this same conceptual conflict between playing and eating
ameal.

Hap alows authors to specify pairs of goals or actions which are incompatible in a
conflict list. Actions that conflict because of primitive resource conflicts can be specified
as such apair, or thisinformation can be provided by a function from the domain. When a
Hap agent is running, Hap prevents these conflicts by not allowing any conflicting goals or
actions to execute at the same time. The process of enforcing these conflicts is described
in more detail in Section 4.12.

411 Priority

Every goal or other type of step in the active behavior tree has a priority that is used by
Hap when choosing which goalsto attend to. Each priority isan integer value, and together
the prioritiesin the active behavior tree define a partial order of the stepsin the tree at any
given time.

Priority isassigned to goal instances rather thanto typesof goals, because identical goals
could have different priority depending on the context in which they arise. For example,
the goal of going to an area as a subgoal to a run away goal would likely have a higher
priority than the same goal in pursuit of an exploration goal.

Prioritiesof theinitial goalsof the agentsare given by the author by specifying apriority
annotation for each goal. This ordering should represent the agent’s general preferences
for pursuing one goal over another. For example if an agent has three top level goas —
amuse_self, sleep_when_tired, and respond_to_danger — an author might choose
to give them priorities 10, 20, and 30,’ respectively, because responding to danger is more
critical to the agent than sleeping or playing, and deeping is more critical than playing.
Goals with equal preference or urgency would be given equal priority.

Priorities of stepslower in the active behavior tree are inherited from their parents with
possible modification. Each stepinabehavior can haveapriority_modifier annotation,
anumber that is added to the priority of the parent goal to specify the priority of the step.

“An obvious extension to Hap is to alow priorities to change based on changes in the situation, for
example the goal to leep might become higher priority as the agent becomes more tired. Such an extension
isan easy addition, but it has yet to become needed in the agents | have built. Neal Reilly in his dissertation
[Nea Reilly 1996] exploresthistopic asit relates to emotional changes.
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Steps that are conceptually of lower priority than the parent goal can be given a negative
priority modifier, while stepsthat are conceptually of higher priority can be given apositive
priority modifier. Inthe example of an agent going to an areain pursuit of arun-away goal
or an exploration goal, the goal to go to an area would inherit the priority of the parent,
and so no priority modifier would be necessary. Consider the above agent with three top
level goals: amuse_self, sleep_when_tired, and respond_to_danger. Let's consider
the case where it is not tired and no danger is present, so it chooses to amuse itself. One
behavior an author might write for the amuse_self goa isto play a game with a friend.
This behavior might have four steps: choose a friend, go to the chosen friend, invite the
friend to play, and play. In this simple agent, one would likely not want any modifier to
the priorities of the first three goals, but one might want one for the fourth goal. After
committing to play agame, apolite agent would prefer to play thegame over dleeping. This
can be accomplished by attaching a priority modifier of 15 to the play goal of this behavior.

4,12 Execution of Hap

Hap executes by repeatedly performing a four step loop given in Figure 4.9. Each of these
stepsis described below.

1. If needed adjust the active behavior tree for actions that have finished.
2. Elseif needed adjust the ABT based on changes in the world.
3. Elseif needed adjust suspended goals.

4. Elsepick aleaf step to execute, and executeit.

FIGURE 4.9: Hap execution loop.

First, Hap updates the ABT for the actions that have finished. Completed actions cause
the associated step in the ABT to succeed or fail. Thiswill cause the step to be removed
(unless it is marked with an applicable persistent annotation). It may also cause other
changes in the ABT, as the success or failure causes the enclosing behavior to succeed or
fail, perhaps affecting the parent goal, etc. These cascading success and failure effects are
spelled out in Section 4.9.

The second part of a Hap execution cycle is to update the ABT based on changesin
the world or internal state of the agent. Conceptually, al of the success tests and context
conditions in the active behavior tree are evaluated. For any success test that is true, the
associated step is made to succeed. This success can have cascading effects in the ABT,
just like successful actions as described above. In addition, any descendents of this step are
removed, which can potentially cause executing actionsto be aborted.
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For any context condition that isfalse, the associated behavior fails. Itisremoved along
with any of its descendents. Any executing actionsthat are descendents of thisbehavior are
also aborted. The goal that this behavior wasin service tois again aleaf node of the ABT,
and as such, it isavailable for execution allowing another behavior to be chosen for it.

Third, the set of activegoalsisupdated by adjusting which goalsare marked suspended
andwhicharenot. Thisusestheinformationabout actionsthat conflict aswell asabout goals
that conceptually conflict (described in Section 4.10). No two stepsthat conflict arealowed
to execute at the same time. Hap enforces this property by marking appropriate nodes in
the ABT as suspended. A step (and any subsidiary nodes) is marked as suspended when
a conflicting step with a higher priority is executing. Actions are considered executing if
they have been sent to the body to be executed. Goals are considered executing if they
have been expanded with a behavior, that is, if they are not aleaf goal. Steps may also be
marked suspended because of conflicting stepswith an equal priority. For conflicting steps
with equal priorities, whichever is chosen to be executed first is allowed to execute, and
the other is marked as suspended. Steps marked as suspended are unmarked whenever
the step that caused them to be marked is removed from the tree for any reason. They are
then available to be pursued, unless they are re-marked as suspended because of another
conflicting step.

Fourth, Hap chooses a leaf step to execute. This choice is done by the method given
in Figure 4.10, and is described in more detail here. First, Hap only chooses from |eaf

1. Never choosewait steps, executing actions, or steps marked suspended.
2. Prefer steps with higher priorities.
3. Prefer to continue the same line of expansion.

4. If multiple steps still remain, randomly choose among them.

FIGURE 4.10: Step Arbiter — Method for choosing which leaf step to execute next.

steps that are available to be executed, that is, all leaf mental actions, leaf physical actions
that have not been sent to the body for execution, and leaf goals that are not marked
suspended. Of those available leaf steps, higher priority steps are chosen over lower
priority steps. If multiple steps remain as possible choices, Hap prefers to work on the
same goals and behaviors it has recently been pursuing. This is to maintain some sense
of focused purpose to a Hap agent’s activity, rather than having it switch from behavior to
behavior without reason.2 Specifically, this choice is accomplished by recording at each
concurrent or collection behavior the last goal that was pursued from this behavior. Leaf

8This pursuit of the same line of expansion does not preclude opportunistically pursuing other goalswhen
they are cheap, convenient and compatible. Thisisdescribed in Section 4.13.1.



4.13. Real-Time Hap 59

goals that are descendants of this goal are preferred over descendants of other goalsin the
concurrent behavior. When that goal finishes, all of the remaining steps of this concurrent
behavior compete on equal footing again. If multiple leaf goals are equally preferred after
each of these steps, Hap chooses randomly among them.

Once a step has been chosen, it is executed. Each type of step has its own method of
execution. A primitive physical action is sent to the body to be executed. That step node
is then unavailable to be chosen while the action is executing. A primitive mental action
is executed by simply performing it. (This actually takes the form of evaluating arbitrary
code, and thus can affect any part of the Hap mental state.) A subgoa is executed by
choosing a behavior for it. The behavior is chosen from those written for this goal by the
method described in Figure 4.3. The chosen behavior iswritten in the active behavior tree
as the child of the goal. The steps of the behavior are written as children of the behavior
and are themselves then available to be chosen to be executed the next time through Hap's
execution loop.

After executing the chosen step as appropriate, Hap continues execution with the first
stage of its execution (in Figure 4.9).

413 Real-TimeHap

As mentioned in the description of adomain for these believable agents (in Chapter 3), Hap
is designed for agents in real-time, three-dimensional worlds. Hap has also been used in
non-real-time worlds which are more abstractly modeled, but those worlds are strictly less
demanding than real-time worlds such as the one described in Chapter 3. In this section |
first describe one previously presented property of Hap and then describe additional features
to respond to the challenges of areal-time domain for believable agents. These features of
Hap areadl to respond to three challengesraised by thetask of building real-timebelievable
agents.

The first challenge is one of the requirements for believable agents (described in Sec-
tion 2.7.2): for believable agents to have convincing behavior, they need to be able to
perform multiple actions in parallel and pursue multiple higher level activities concur-
rently.

Second, when an animated creatureis performing a sequence of actions, the next action
must often be known in advance to determine in detail how to animate the current action.
For example, depending on whether the agent is immediately jumping again or stopping,
the way the agent transfers momentum during the final part of ajump is different.

Third, creaturesin area-time domain must think fast enough to keep up. In my domain
primitiveactions have durations between 100 and 1500 milliseconds. The creaturesmust be
ableto respond to their own and other creatures actions asthey are occurring. 1n addition,
to appear active they must be able to produce actions at the same rate as they are being
completed by their own bodies. This demand is increased because multiple actions are
often executing simultaneoudly. Thisisthe requirement of responsiveness that is described
in Section 2.7.3.
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4.13.1 Concurrent Pursuit of Goals

The first of these challenges is addressed by the mechanisms already described for con-
currency in Hap. Hap allows agents to hold multiple parallel goals through the top level
set of goals and through concurrent and collection behaviors which arise during execution.
Hap manages these multiple goals by concentrating on the most critical according to its
step arbitration mechanism, and attends to other goals after the current goal completes or
as events trigger demons of higher priority.

In addition, Hap attempts to attend to as many of its active goals as is possible by first
attending to the most critical and mixing in others as time alows. In each decision cycle,
Hap chooses the highest priority goal of the available leaf goals. Thisthread of behavior is
attended to until it finishes or is interrupted, as above, or until it becomes suspended. For
example, when a Jump action in a sequential behavior is sent to the body to be executed,
the behavior cannot continue until the action completes. When athread is suspended Hap
uses the available processing time (in this case approximately 1200 milliseconds of real
time) to attend to the other, perhaps unrelated, available goals. A thread of behavior can
be suspended for three reasons. the current step in the thread is an executing action; the
current step isthe specia step formwait; or the current step conflictswith ahigher priority
executing goal or action and istherefore marked suspended (as described in Section 4.12).
As this greedy, multi-thread expansion continues, this can result in multiple actions being
issued to the body to be executed in parallel.

4.13.2 Lookahead

The second challenge is that smooth motion in areal-time, animated world requiresthat the
agent know the next action for aparticular set of muscles before the current action finishes.
To allow the motor control part of the animation system to provide smooth motion, Hap
attempts to provide the next action for each thread before the current action finishes. One
hundred milliseconds prior to the completion of an action, Hap assumes that the action will
complete successfully. It then can usethistimeto computethe next action along that thread.
If an action isproduced, it is sent to the motor system to be executed after the current action.
All of Hap's reactive mechanisms apply to these pending actions as well as to normal Hap
execution, so in the event that Hap chooses to abort a pending action, a message is sent to
the motor system and it is removed.

Of course, if the agent is currently attending to something more critical than thisthread,
it will continue to be attended to and the next action will likely not be computed. The
motor control system will assume that action for this set of muscles is temporarily ending.
Also, if the current action fails after it has been assumed to finish successfully, the agent
must recover from its incorrect assumption using its various reactive mechanisms, such as
success tests and context conditions.
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4.13.3 Responsiveness of Agents

The third challenge of a real-time world is that the agents be responsive enough for the
speed of theworld. They must be ableto think at a speed that is appropriatefor what people
expect of them in order to be believable. This partially means that they need to be able to
come up with the next action quickly enough so they are not pausing unduly while walking
or performing other behaviors; but it also meansthat they must react at reasonable speed to
stimuli in the world or from human interactors. What “reasonable speed” means depends
on the character being built and the expectations of the human interactors. In my domain,
primitive physical actionstake between atenth of a second and 1.5 seconds to perform, and
that is the order of reaction time that is needed for many agentsin this domain.

There are three properties of Hap to aid in the needed responsiveness.

Hap IsNot a Planning-Based Architecture

The basic mechanism for making decisions in Hap is not a planning process. Hap does
not need to reason from first principlesin order to decide how to pursueits goals. Instead,
al goals are pursued by choosing a behavior from a fixed set of author-written behaviors.
The mechanism for choosing a behavior is also strictly bounded and in practice efficient,
as described below. This has the effect of there being few decisions and little processing
between deciding to act on agoal and issuing the first primitive actions toward that goal.

Of course, Hap’s mechanism isrich enough to encode arbitrary reasoning and planning
approaches, but its more natural use isto directly build the routine behaviorsthat a person-
ality engagesinfor particular situations. There are timeswhen larger reasoning isneeded to
express a particular personality, but all activity need not use these expensive mechanisms.
It would also not be appropriate for them to. Most personalities don’t reason from first
principlesto decide how to play a game or even to decide what route to take from work to
the store. People have routines — routine ways of responding to greetings, routine ways
of amusement, etc. — and so should believable agents. In the situations where planning is
appropriate for the personality being built, specific planners can be built. Care should be
taken to not make this the only path to aresponse to particular stimuli unless the practical
reaction time by the planner is acceptable or the delays are appropriate for the personality.
Hap's reactive mechanisms can be useful to manage these issues; one ssmple mechanismis
acontext condition that times out if the planning behavior is taking too long and lets aless
costly method be used instead. Agents built in Hap have included various specia purpose
planning and other reasoning behaviors.

Selective Sensing

Sensing takestime. Hap limitsthis cost by only sensing what is needed for the agent at any
given point in time. Hap creatures employ task-specific sensors which are automatically
turned on or off as needed. Each sensor observes a low level aspect of the world and
notifies the mind when that aspect’s value changes. Typical sensorsfor the Woggle domain
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described in Chapter 3 are “can | see Woggle X jumping” and “what is the position of
Woggle X”.

The aspects of the world which must be known to evaluate an agent’s preconditions,
success tests and context conditions are noted when these conditions are written by associ-
ating alist of sensorsfor each condition. Hap automatically manages the sensors by turning
them on and off when appropriate. As a leaf subgoal is chosen to be executed, sensors
needed to evaluate the preconditions for that goal’s behaviors are automatically turned on,
and then turned off again after a behavior is chosen. Likewise, when a particular goal or
behavior is present in the ABT, the sensors relevant to evaluating any associated success
tests or context conditions are turned on. When that goal or behavior is removed from the
tree because of success, failureor irrelevance, the sensors are turned off. Because the same
sensor may be needed for several different conditions at a time, the sensors are shared and
reference counted. In agents that have been built in Hap thisyields roughly afactor of two
reduction in active sensors as a result of this sharing.

Compilation and Incremental Evaluation of Match Expressions

Typicaly a Hap agent has a large number of continuously monitored conditions (context
conditions and success tests) active a any given time. In order for these agents to run fast
enoughfor areal-timeanimation system, | believeitisuseful to evaluatethemincrementally.
Hap providesthisincremental evaluation of the conditions by implementing them using the
Rete algorithm [Forgy 1982]. Thus characters written in the Hap language are compiled
to RAL [Forgy 1991], a production system extension of the C programming language that
includes a Rete incremental matcher implementation. The character’s ABT is represented
in working memory, with context conditions, success tests, and preconditions compiled to
rules. These rulesfire to prune and expand the tree, with additional runtime support rules
and functionsincluded to complete the architecture.

4.14 Programming Language Details and Features

Expressing a detailed interactive character’s behavior in Hap is an artistic expression just
aspainting or animationis. The differenceisthat thetoolsthat must be used are not abrush
or pen and ink, but rather a programming language. In Section 4.8, | discuss some of Hap's
features to enable this expressiveness. And, in fact, this expressivenessis one of the major
continuing themesthat is spread throughout this chapter and the rest of the disseration.

To make Hap as aprogramming language and tool of expression better and more easy to
use, itisuseful to have anumber of well-understood concepts from programming languages
in the language. These do not change the fundamental power of Hap as a programming
language, but they do make it easier to use.
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4.14.1 Data Flow and Scoping

Hap is lexically scoped. Goals and behaviors can be viewed as expanded versions of
function calls and functions. In addition, Hap allows an author to use dynamic scoping
when desirable.  An example behavior that illustrates the scoping in Hap is given in
Figure4.11.

(concurrent behavior run away (from what)
(precondition can see $$from what)
(locals
(speed compute_speed(sense my location(),$$from what)))
(dynamic_locals
(direction compute_ direction($$me,$$from what)))
(context_condition notadead endin $$direction)
(subgoal move_in direction $$direction)
(subgoal adjust._direction when needed $$from_what))

FIGURE 4.11: Example behavior to show scoping.

Each agent can include various global variable declarations, in addition to the lexical
and dynamic variable declarations included in each behavior. Global variables can be
referenced and set from any behavior.

Similar to a traditional function body the outer-most scope of the behavior is created
by the formal variables, in thiscase from_what. The goalsfor this behavior must have the
name run_away and a single argument that is bound to the variable from_what when this
behavior is chosen to pursue the goal .

The precondition of the behavior, in addition to determining if this behavior is appro-
priate in the current context, can use and bind variables as well. In this example, the
precondition references the argument from_what and creates no bindings of its own.

The locals form alows the declaration and initialization of local variables. The
initialization expressions can reference any of the previoudy defined variables. In this
case a variable, speed, is defined and initialized with a value from a function call that
references the previoudy defined variable from_what. It also uses a primitive sensor,
sense_my_location, to get the agent’s current location.

The dynamic_locals form allows the creation of dynamic variables. These variables
can be referenced by all of the forms in the behavior body as well as by any behav-
iors that are in the call structure from this behavior. For example, any behavior for
move_in_direction can reference the direction variable. This declaration defines a
dynamic variabledirection. Theinitiaization of thisvariable referencesthe global vari-
able me as well as the lexical variable from_what. It could also reference any variables
created in the precondition Or locals forms.
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The context_condition annotation is placed after all of the variable declarations
and can reference any of the declared variables. In this case it references the computed
direction as part of its test. Similarly, all other behavior annotations are placed below
context_condition, and likeit can reference any of the variables of the behavior.

Any steps or annotations on steps can reference any of the defined variables.

If the same variable name is defined twice, the lower one (the inner scope) is the one
that is available to be referenced.

Values can be returned from any behavior using areturn_values form. These values
are ignored unless the invoking goal has a bind_to annotation. In this case the values
included in the return_values form are bound to the variablesin the bind _to form, and
can be used by any later steps in the behavior. If adynamic variable binding is desired, a
dbind_to form can be used instead of the bind_to form. An example of these formsis
shown in Figure 5.2. More interesting uses of this feature are described in the generation
of natural language in Chapter 8.

4.14.2 ldiomsand Macros

Just as in many programming languages, there are common idioms of usage in Hap for
recurring control structures. Demons (described in Section 4.8.1) are one such idiom. All
demons have a structure similar to that shown in Figure 4.6. 1t is sometimes useful to give
such idiomstheir own syntax to make their writing faster and easier. Hap allows an author
to extend Hap's syntax by abuilt in macro mechanism similar to the macro mechanisms of
Lisp, Scheme or C.

Itisnot always desirableto give commonidiomstheir own syntactic form. In particular,
if the meaning of the structure would be obscured, or if opportunities of expression would
be removed, then the idiom should not be expressed as amacro. For a discussion of issues
relating to this see Section 5.1.2.

One idiom that | do not express as a macro is an explicit test that must be true for a
behavior to succeed. This is expressed in Hap by including an extra step as the last step
of the behavior.® This step is a goal name which has no behaviors for it (I usually use
the name “fail”), and a success test that encodes the required test for success. When the
behavior reaches this step, if the condition istrue, the successtest will fire and the behavior
will succeed. If the condition is false, the step will be pursued, no behaviors will apply
(because none exist), the step will fail. Thiswill then cause the behavior to fail.

Hap’'s macro mechanism allows an author to create syntactic extensions for frequently
recurring syntactic patterns. Normally the steps of a behavior are either an action, mental
action, subgoal or a wait step. (These can optionally be enclosed by a with clause to
include any desired annotations.) If a given step form is not recognized as one of these
forms, the author-specified macro definitions are consulted. If any of these match, the step

°If the behavior is not sequential, then one must be created. An extra sequentia behavior is created with
two steps. The first step is a goal with the previous concurrent or collection behavior as its only behavior.
The second step isthe last step of the behavior as described above.
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form is transformed by the macro definition into a new step form which is then processed
by the Hap compiler. Each macro definition maps a given step form into a new step form,
and optionally also returnsalist of new behaviorsto be compiled.

Input step form: (demon <name> <condition>
<body-stepl> ... <body-stepl>)

Output step form: (with in lexical_scope
(subgoal <name>))

Extra Behaviors: (sequential behavior <name> ()
(with (success_test <condition>)
(wait))
<body-stepl> ... <body-stepl>)

FIGURE 4.12: Macro definition for demon.

For example, a macro definition to create a demon form is given in Figure 4.12. This
definition captures the common idiom of a Hap demon and allows it to be expressed as
a single step that can then be used in any behavior. The demon form requires a <name>
for the demon, amatch <condition> that expresses when the demon becomes active, and
the steps to perform when it becomes active (<body-step1> ... <body-stepN>). Itis
trandated into a subgoal step and a behavior to express the demon.

There is one new concept that is needed for macros to be natural to use. Thisisthe
in_lexical_scope annotation. The demon step aboveiscompletely textually includedin
the behavior that it is part of. The extra behavior that is produced as aresult of the macro
expansion is not part of the same lexical scope, because all behaviors are defined at the top
level. The in_lexical_scope annotation causes the behavior to be treated as if it were
textually included in the same place astheinvoking subgoal. Thisallowsit to reference all
of the variablesthat are availableto the original (demon ...) step.

There are three syntactic extensions that are so frequently used that | want to include
their descriptionshere: sequential, concurrent, and par_cond.

Sequential and concurrent are forms that facilitate more complex behavior struc-
tures than simple sequential, concurrent or collection behaviors. They do this by making it
easy to construct nested behavior structures. For example, one might want a behavior that
executes two sequential threads concurrently. This can be done by creating a concurrent
behavior with two sequential forms as shown in Figure 4.13. The steps of the sequen-
tial threads of activity would be the steps of the sequential forms. The nested control
structure is created by expanding each sequential form into a subgoal and associated
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(concurrent_behavior example ()
(sequential
threadl_stepl

threadl stepl)
(sequential

thread2_stepl

thread2 stepl))

FIGURE 4.13: Example use of sequential form to created complex behavior structure.

sequential behavior. Thus the form presented in Figure 4.13 results in three behaviors:
a top-level concurrent behavior with two steps (subgoals), and two subsidiary sequential
behaviors each in service to one of the two subgoals.

Similarly, the concurrent form allows sets of concurrent steps to be embedded in
sequential or other behaviors. The macro definitionsfor sequential and concurrent are
givenin Figures4.14 and 4.15.

Input step form: (sequential <stepl> ... <stepN>)

Output step form: (with in lexical_scope
(subgoal <generated-name>))

Extra Behaviors: (sequential behavior <generated-name> O
<stepl> ... <stepli>)

FIGURE 4.14: Macro definition for sequential.

Another frequently used idiom that is included as a macro is par_cond. Par_cond
allows conditional branching similar to a cond statement in Lisp or Scheme or a switch
statement or nested if statements in C. The syntax and macro definition for par_cond
is given in Figure 4.16. Conceptually, when this step is executed each of the match
expressions, <test1> through <testM>, is evaluated in parallel. Of those that are true,
one is chosen randomly, and the associated body steps are then executed in order. Thisis
accomplished by replacing the step with asingle goal with many behaviors. Each behavior
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Input step form: (concurrent <stepl> ... <stepl>)

Output step form: (with in lexical_scope
(subgoal <generated-name>))

Extra Behaviors: (concurrent_behavior <generated-name> O
<stepl> ... <stepN>)

FIGURE 4.15: Macro definition for concurrent.

Input step form: (par_cond
(<test1> <bodyl-stepl> ... <bodyl-steplNi>)

(<testM> <bodyM-stepl> ... <bodyM-steplNM>))

Output step form: (with in lexical_scope
(subgoal <generated-name>))

Extra Behaviors: (sequential behavior <generated-name> ()
(precondition <testl>)
<bodyl-stepl> ... <bodyl-stepN1i>)

(sequential behavior <generated-name> ()
(precondition <testM>)
<bodyM-stepl> ... <bodyM-stepNM>)

FIGURE 4.16: Macro definition for par_cond.
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has a precondition that is one of the test conditions. When the step is executed, all of the
preconditions are evaluated. Of those that evaluate true, one of them is chosen, and the
associated body is executed. Note that the test conditions can include anything that can be
included in a precondition, for example sensing expressions.

Par_cond isan example of asyntactic extension that should be carefully used. 1t should
only be used for simple choices between small segments of behavior or computation. This
isbecauseit hidesmany of Hap’sfeaturesand opportunitiesof expression such asthe ability
to express context conditions for the sequentially executing groups of stepsin each clause.

Each of these syntactic formsisfrequently used in my agents. An author can create any
such syntactic extensions that he or she finds useful.

4.15 Example of Processing

Toillustratehow Hap worksand to suggest how one usesit to expressaparticular personality,
aswell as the assistance it gives toward the requirements for believability, | present here a
brief detailed example of Hap execution. This example will describe only a fragment of a
complete agent, because | have not yet described various aspects of the architecture, such
as emotion, composite sensing, natural language generation, and inference. These aspects
are presented in later chapters.

This excerpt is part of an implemented agent called Wolf in the domain described in
Chapter 3. A detailed description of Wolf and a more extended example of his processing
are given in Chapter 7. Wolf was designed to be an aggressive personality and a show-off.
The original character sketch that guided Wolf’s development is quoted here.

Wolf - mean guy. leader of wolf/dog pack. He provokes dog to do kind of
mean things to shrimp. grey to black. likes to make fun of shrimp or pig, as
appropriate. Also has an aesthetic side which makes him like to dance. Can
practice dancing with dog. They can do awesome choreographed dances. He
also likesto do certain athletics, to show how great heis.

Shrimp isashy, timid character, and Pig became known as Bear when implemented. Heis
abig, wise, protector type of character. Dog was never implemented. He was originally a
kinder, gentler sidekick to Wolf.

Wolf’'stoplevel goasinclude amuse_self,respond_to_fight andblink alongwith
many others. All of the agents | have built or helped build have amuse_self and blink
goals, but respond_to_fight isincluded in Wolf because of his personality. He notices
when thereisafight in the world because he views it as an opportunity for him to have fun;
he enjoys taking part in fights.

As| will describe, in this excerpt Wolf chooses to pursue his amuse_self by starting a
game of follow-the-leader. He chooses the User to invite, and starts jumping toward him
by issuing a Jump action. As heis flying through the air with hisfirst jump, he blinksin
parallel because of ablink goal in aconcurrent behavior. About athird of a second later,
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he notices a fight in another part of the world. This recognition causes Wolf to have a goal
to gang up on the fight. Thisgoal is higher priority and conflicting with the amuse_self
goal, so the amuse_self goa and all of its children are suspended. The Jump can not
be suspended because Wolf is flying through the air. The new gang_up goal is expanded,
eventually giving riseto a Jump action toward the fight. Thisis queued after the executing
Jump action, allowing the motor system to create an appropriate landing for it, and Wolf
isready to head toward the fight. The entire excerpt is alittle over one second in duration.

When we join Wolf, he has just chosen amuse_self asthe next goal to pursue. This
is because many of his other top level goals are paused demons that are waiting for an
appropriate situation to react to. When choosing a behavior for amuse_self, Wolf has
seven behaviors to choose from. They include watching the person standing in front of
the screen;° releasing aggression; watching other creatures in the world; exploring the
world; playing a game of follow-the-leader; jumping through the chute; and dancing on
the pedestals. The set of behaviors chosen by the author for this goal is a very direct way
of encoding the personality, as are the behaviors written for other goals in the system. For
example, Shrimp does not have a behavior to release aggression as a behavior for amusing
himself.

Hap chooses among these behaviors using the behavior arbiter presented in Figure 4.3
and surrounding description. Because the amuse_self goal has just been chosen for the
first time, none of these behaviors has failed for it yet, so they are all available to be
chosen by the first step of the behavior arbiter. The first two behaviors have preconditions
which must evaluate to true in order for them to be chosen: thefirst behavior requires that
someone be standing within sonar sensor range in order for the Woggle to look at them,
and the second requires that Wolf feel aggressive.!! Since neither of these conditions are
true, Hap removes these behaviors from consideration. The remaining five behaviors all
have default specificities of zero, so Hap chooses randomly among them, settling on the
behavior to play follow-the-leader.

This behavior is a sequential behavior that gives rise to a single subgoal to lead_
someone. The behavior isinstantiated, and added to the active behavior tree along with the
first (and in this case only) subgoal of the behavior. The next time around the execution
cycle that goal is aso available to be executed.

Because no higher priority steps have arisen (very little time has elapsed), Hap’s step
arbiter continues the same line of expansion by choosing this new goal and executing it
by choosing a behavior for it. It has two possible behaviors. The first one has as its
precondition an expression that matches any Woggle that is not equal to himself (Wolf).
This has the effect of randomly picking among all of the other agents. The second behavior
is more specific than the first, and its precondition matches any Woggle that is not equal to
himself, and which he likes. Liking or didiking isa property of the emotion system that is
discussed in Chapter 6.

The preconditions for both behaviors evaluate to true, but the second has a higher

10The position of a person in front of the screen can be sensed using associated sonar sensors.
" How emotions arise and are expressed is described in Chapter 6.
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specificity, so it is chosen. When the precondition evaluates to true it matches the user-
controlled Woggle, and that binding is used in the body of the behavior. If this behavior
fails, the other behavior could then be attempted, allowing Wolf to try to play with another
Woggle.

The body of this sequential behavior has three steps: a mental act to compute and
remember some data for the behavior; a subgoal to get the chosen Woggle to play; and a
subgoal to lead in the game. The behavior is placed in the tree along with the first step,
which isthen chosen for execution. It isexecuted. Asall mental actions, it succeeds after
the code is executed. This causes it to be removed from the tree and the next step in the
behavior isplaced inthetree. Thisstep isagoal with thenameget_follower and avaue
which is the agent matched in the precondition. This goal is chosen for execution and the
only behavior for it ischosen, and instantiated for it. Thisisasequential behavior that goes
to the chosen Woggl e, invites him to play, and succeeds or fails based on hisresponse. This
behavior also has a context condition that causes it to fail if the behavior takes too long to
execute. The context condition is intended to capture Wolf’s impatience in these matters.

The goal to go to the chosen Woggleis expanded, eventually resulting inaJump action
being issued to the body to be executed. At this point, the thread of behavior is suspended
waiting for the Jump to complete.

Meanwhile, a success test for a wait step fires in the behavior for another top level
goal. This behavior is the one that makes the Woggle periodically blink. The success test
fires when enough time has elapsed since the behavior has been instantiated. (The time
of instantiation is recorded in the argument to the behavior.) This behavior is athree step
behavior: a wait step with the time based success test; the primitive action to close the
Woggle'seyes (CloseEyes); and a primitive action to open the Woggle's eyes (OpenEyes).
Since the success test just fired, the wait step is removed, and the CloseEyes action is
placed in the active behavior tree. Since this action doesn’'t conflict with the executing
Jump action or any of the executing goals, it is chosen for execution and sent to the body
to be executed in parallel with the Jump.

The goal to blink is a persistent goal, so it resets after completing a blink, again ready
to wait and blink. It also conflicts with the agent’s goal to deep. This prevents the agent
from blinking while deeping.

While moving through the air the CloseEyes action completes, the OpenEyes action
is chosen and executed; and that action also completes. The sequential behavior then
succeeds since all of its steps succeed. This causes the blink goal to succeed, but sinceitis
marked persistent, it resets, as described above, and remainsin the tree. It is then chosen
for execution again, and the same behavior is chosen for it. The wait goal is again in the
tree with a precondition waiting for time to elapse.

After finishing blinking the agent is still flying through the air performing its Jump
action. In the partial agent with only three top level goals, there is nothing more that Hap
can execute for part of thisJump, so no Hap processing happens for part of this Jump.

Toward the end of the jump, Wolf recognizes that a fight is going on. This causes the
demon in the behavior for respond_to_fight to fire. This goal is higher priority than
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the amuse_self goal, S0 its steps are chosen for execution before those of amuse_self.
The body of the behavior isapar_cond expression. The first clause is a condition that is
true one third of the time (using arandom number generator). The body of thisclauseisa
mental action that marks the fight data structure as responded to. If this clause is chosen,
Wolf will have no reaction to the fight and the other behavior to play will continue. The
second clause is a default clause, so it will be chosen if the first clause is not. Its body is
the same mental action followed by the goal to gang up on the agent being attacked. (The
information about who was being attacked is provided by the behavior that recognized the
fight. This recognition cannot be performed by primitive sensors, because what is being
recognized isapattern of activity over time. How such recognizersare writtenisthe subject
of Section 5.2.)

The second clause is chosen, the mental act is executed, and the subgoal gang_up_on
is chosen and expanded. This goal conflicts with the goal to play follow-the-leader, and is
higher priority, so that goal and all of its children are suspended. Any executing actions of
a suspended behavior are aborted if possible, but in this case the body is flying through the
air so aborting is not possible.

The gang_up_on goal isfurther expanded, eventually resulting in Wolf jumping toward
the ongoing fight. This Jump action is queued behind the executing Jump, enabling the
motor system to create an appropriate landing for the current Jump.

To summarize the behavior that is observed in this example, Wolf chooses to pursue
his amuse_self by starting a game of follow-the-leader. He chooses the User to invite,
and starts jJumping toward him by issuing a Jump action. As heis flying through the air
with hisfirst jump, he blinksin parallel because of ablink goal in a concurrent behavior.
About a third of a second later, he notices a fight in another part of the world. (How this
is recognized is the subject of Section 5.2.) This recognition causes Wolf to have a goal
to gang up on the fight. Thisgoal is higher priority and conflicting with the amuse_self
goal, so the amuse_self goal and all of its children are suspended. The Jump can not
be suspended because Wolf is flying through the air. The new gang_up goal is expanded,
eventually giving riseto a Jump action toward the fight. Thisis queued after the executing
Jump action, allowing the motor system to create an appropriate landing for it, and Wolf
isready to head toward the fight. The total elapsed timeisalittle over a second.

4.16 Summary

In this chapter | have described Hap, my architecture for believable agents, in detail. The
following chapters describe how additional capabilities of an agent can be built in Hap, and
how all of these can be used together for the creation of a complete believable agent.
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Chapter 5

Hap Asa Unified Architecture

Now that Hap has been described in detail we can turn our attention to how it is used to
implement the additional capabilitiesof theagent. Inthisand the coming chapters| describe
four capabilities: arbitrary computation (“thinking”?), composite sensing, emotion, and
natural language generation.

Many agent architectures build such capabilities as separate modules. The approach |
take is to tightly integrate them: | use Hap's mechanisms, originally designed for action
generation, to support each of these capabilities. In so doing, | use Hap as a unified
architecture for believable agents in that all? aspects of a believable agent’s mind are
implemented in the Hap architecture and language. | take this approach for a number of
reasons. First, the requirements for believability apply equally well to these capabilities
as they do to action producing behaviors. Artists, and audiences looking for believability,
don't partition characters along the lines that artificial intelligence typically does; they
expect all aspects of the character or agent to satisfy the needs of believability. For
example, a believable agent cannot be true to its personality when acting, but not when
generating language or “thinking”. The approach | take for addressing the requirements of
believability relies heavily on properties of Hap, and it seems advantageous to use them.

A possible side effect of this approach is that Hap many not be up to the task. It is
not obvious that an architecture that was created for producing action can be used in a
natural way to generate language or arbitrary computation. When viewed as a research
strategy, | have viewed this as an opportunity rather than a problem. Using Hap to express
these widely varying aspects of an agent’s mind is an opportunity to learn where it is
deficient, and then to change the architecture to fix these deficiencies. The hypothesis
is that enhancements that are useful to one part of the mind are probably useful to other
capabilitiesaswell. My experience along this path has reinforced this hypothesis. Many of

LArbitrary computation is useful for expressing many aspects of an agent’s thinking. These can range
from simple computations or inference, to larger computations, for example path planning. The ability to
express such computation is useful when building an agent. It isonly part of the “thinking” that is necessary,
however. Hap’s expansion of goas from motivation to primitive actions, the generation of emotions, and
other processing of the architecture are each aso atype of thinking.

2This list of four capabilities is not intended to be exhaustive of the capabilities needed for believable
agents. Section 11.3 mentions how natural language understanding might be expressed in Hap, for example.
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the features of Hap described in the previous section arose because of the particular needs
of specific capabilities. After these featureswere added to Hap, they have been widely used
in all aspects of agents.

In addition to the above, | believe there are three concrete advantages to implementing
these capabilitiesin Hap.

First, by implementing them in Hap we avoid damaging the responsiveness and real-
time properties of the rest of the agent. If one were to implement large computations, such
as the planning process of language generation, in C and execute them in the same process
asthe rest of the mind, the language computation would interrupt Hap’s execution loop for
the duration of the computation. The agent would essentially freeze. No demons, context
conditions or success tests would be able to fire. Goals that are higher priority would not
be pursued. Actions that succeed or fail would not be recognized by the mind, and so on.
Thiswould destroy any suspension of disbelief that might otherwise be present. Creatures
in the real world and in art simply do not arbitrarily freeze either physically® or in their
mental thinking and reacting.

There are other solutions to this problem, such as running other desired computations
as separate operating system processes or threads. This approach would solve the problem
of not hurting Hap'’s real-time properties but would lose out on the next two advantages.

The second advantage to implementing these capabilities in Hap is that they inherit
the architectural support for believability that Hap provides. This includes support for
reactivity, Situated variation, concurrent pursuit of goals and parallel action, emotional
variation (described in Chapter 6), and other support. An analysis of this support is given
in Chapter 9.

The third advantage to using the same language and architecture for all aspects of the
agent is that it may make it easier to tightly integrate the varied aspects of mind. Strong
integration is one of the requirementsfor believability that has not yet been addressed.

In therest of thischapter and the next one, | describe thefirst three of these capabilities,
arbitrary computation, composite sensing and emotion, in turn and describe how they are
implemented in Hap. Chapter 7 gives examples of how they are used together to build
a complete agent. Finally, Chapter 8 describes steps toward integrating natural language
generation with the rest of an agent by alowing its direct expression in Hap.

3Thisshould not be confused with “holds” in animation, which seem to be aform of freezing of the action.
When looked at carefully, this concept from animation is a perfect illustration of the damage to believability
that comes from freezing the action completely. There isaneed in animation for freezing the action: “When
a careful drawing had been made of a poseg, it was held without movement on the screen for a few frames
...to dlow the audience time to absorb the attitude”. But this comes with a cost in the believability of the
character: “When adrawing was held for that long, the flow of action was broken, theillusion of dimension
was lost, and the drawing began to look flat”. To avoid thisloss to believability, Disney found a way “to
‘hold’ the drawing and still keep it moving!”. They did this by developing the idea of “moving holds’ that
keeps the character moving for those few frames between two poses that both capture the same attitude. This
gives the audience time to absorb that attitude while not freezing the action and thus destroying the illusion
of life[Thomas and Johnston 1981, p. 61].
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5.1 Arbitrary Computation

Hap allows arbitrary computationin primitive mental actions, and thisis an important place
where many forms of “thinking” of the agent occur. This computation is expressed in an
extended version of C that among other things allows the code to access Hap variables. As
described in the previous chapter, by policy these mental actions are restricted to small,
bounded computations. The reason for this policy is to avoid the disruption of Hap's
real-time properties described above.

When large or unbounded computations are desired in a Hap agent, one can build these
computations using Hap goals and behaviors.

511 How

When building computationsin Hap, the datastructuresand primitive operationsaredefined
by C. Small units of computation are written in mental actions. To be able to build large
computations out of these small, bounded chunks we need reasonable control structures
and the ability to communicate between the chunks. In this section | first describe how
one can communicate between the chunks of computation, and then describe how one can
express such control structures in Hap. The control structures | describe are sequencing,
conditionals, loops and functional abstraction in Hap.

The point of this section is not to prove that Hap is Turing-complete, but rather to
suggest that arbitrary computation can be naturally expressed in Hap. Thisis not something
that can be proven, but | hope that the following descriptions and examples are suggestive
of it. Further evidence is provided by the descriptions of computations built in Hap in the
next three chapters. These include aspects of the emotion system in Chapter 6, aspects of a
complete agent in Chapter 7 and aspects of natural language generation in Chapter 8.

Communication Between Computational Chunks

In each of these control structures, communication between chunks of computation is
through normal Hap variables, each of which can have any needed C value asits value.
As described in Chapter 4, variables are available in Hap in four different contexts.
Global variables are specified aong with the behaviors and initial goals of the agent. Any
behavior can reference or set these variables. Parameters are specified for a particular
behavior and are given initial values when the behavior ischosen to accomplish aparticul ar
goa. The values present in the goal are bound to the formal parameters in the behavior.
These variables are lexically scoped, and are therefore visible to any expression textually
within the behavior. Local variables and dynamic local variables can also be specified
within a behavior. Local variables are lexically scoped. Dynamic local variables have
dynamic scope and can therefore be referenced or changed by expressions that are created
as aresult of this behavior. Asin all normal programming languages with these features,
global variables and dynamic variables should be used with care to avoid programming
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errors. Hap variablesareaccessed by theexpresson $$<variable name>. Thisexpression
can be arbitrarily embedded in C code within Hap behaviors.

Sequencing

Sequencing of mental actions (and therefore the C code that they contain) is possible by
placing multiple mental actionsin anormal sequential behavior. The sequential behavior
causes each of its steps to be evaluated in turn. Notice that local variables can be declared
in the body of the sequential behavior, asis described in Section 4.14.1.

Functional Abstraction

Functional abstraction is possible by using Hap goals and behaviors. The function to be
performed is placed in a behavior with a unique name. Any argumentsto thisfunction are
placed as arguments to the behavior. This behavior can then be “invoked” by using a goal
with the same name. Actua parameter values to correspond to the formal parametersin
the behavior are specified by the values in this goal. Note that using behaviors and goals
in this way as functions and function invocation is appropriate as long as one only writes
asingle behavior for the goa . If one writes multiple behaviors, Hap will choose among
them at execution time.

Conditionals

Writing multiple behaviorsfor the same goal isthe method used for writing conditionalsin
Hap. The test conditions are each placed in the precondition of a behavior. The code to be
executed if the conditionistrueis placed in the body of the behavior. Any information that
is needed to evaluate the conditions or body code is passed as values of the goal. Unlike
conditionals in some languages, in this encoding all of the test conditions are evaluated in
parallel. If multipletest conditions evaluate to true, Hap chooses arbitrarily among them.

The par_cond form, described in Section 4.14.2, is a syntactic extension for this
expression. When it is used, the author loses some of the opportunities of expression that
are possible with the direct encoding via goals and behaviors. Thus, both are useful, and
the choice of which to use depends on the needs of the author.

L ooping

Looping in Hap can be performed through two mechanisms. First, recursion can be used by
using functional abstraction as described above. It should be noticed that such recursionis
not properly tail-recursive; theactive behavior treewill grow with each recurrence. Looping

4Writing more than one behavior for agoal can be thought as overloading operators, in the object-oriented
programming sense, if the conditionsin which different behaviors apply are digoint. This can aso be used
for conditionals asthe next section addresses. When the conditionsin which the different behaviors apply are
not digoint, the semantics is more complicated as described in detail in Chapter 4.
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without growing the active behavior tree is possible by using a persistent annotation. This
will create an infinite loop. To add an exit condition, one can use a success test on the
invoking goal.

Using these control structuresone can break any large or unbounded computationwritten
in C into nearly arbitrarily small computations’.

Example

Toillustrate how one can expressarbitrary computationin Hap, consider the simpleexample
of writing a function to compute factorial® of a number.

(sequential behavior factorial (m) (1)
(locals (result 1)) (2

(with (success_test isnzero?) (3)
(sequential 4
(with persistent (5)
(sequential (6)
(mental_action "$$result = $$result*$$n;") (7
(mental_action "$$n--;"))))) (8)
(return_values $$result)) 9)

FIGURE 5.1: Iterative behavior for computing factorial writtenin Hap.

One can write this function in Hap in an imperative style by using the constructs for
sequencing, functiona abstraction and the second type of looping describe above. Such
a behavior is shown in Figure 5.1. The lines are numbered in the right margin for easy
reference in this description. Lines (6) through (8) are a simple example of a sequentially
ordered computation, that performs one step of the loop for computing factorial. You will
recall from Section 4.14.2 that the sequential form expandsto agoal with aunique name
and asingle sequential behavior for that goal with the two steps asits steps. This expanded
behavior istreated asif itisin thelexical scope of the original behavior. Thusit can access
or change the parameter n and the local variable result. Line (5) causes an infinite loop
of this goal and behavior, and line (3) and (4) turns this infinite loop into the equivalent
of awhile loop. The extra sequential plan is necessary to allow the persistent goal to be
removed. Remember that a persistent goal can only be removed if one of its ancestors

SOneisultimately limited by the granularity of a unit of computation that is expressiblein C. Practically,
we have found no reason to break things up smaller than reasonable expressions of severa statements in
length or small, bounded |oops.

Sfactorial of a positive number n isdefined astheproduct: 1 * 2 * 3 * ...*% (n - 1) * n.
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in the active behavior tree is removed. Line (2) declares and allocates a local variable to
accumulate the result of the computation, and line (9) causes the accumulated result to be
returned when the behavior succeeds. Line (1) encapsulates this computation in a behavior
that can be used like a function. To execute this function on a particular number, the goal
(factorial num) isplacedinthe ABT.

(sequential behavior factorial (m) (1)
(precondition isnzero?) (2
(return_values 1)) (3)
(sequential behavior factorial (m) 4
(precondition isn greater than zero?) (5)

(with (bind_to result) (6)
(subgoal factorial "$$n-1")) (7
(return_values "$$result * $$n")) (8)

FIGURE 5.2: Recursive behavior for computing factorial written in Hap.

Such acomputation could also bewrittenrecursively inHap, asisshowninFigure5.2. A
conditional to decide between the base case and other casesis encoded in the two behaviors
and their preconditions. The first behavior expresses the base case of the recursion, and
the second behavior expresses the recursive case. The recursive call is a subgoal with
appropriate arguments as shown in line (7).

5.1.2 Discussion: Thinkingin Hap

A common tendency when presented with mappings such as those above is to then think
solely in terms of the familiar metaphors and to ignore the unfamiliar metaphors of the
underlying language, in this case, Hap. While useful for getting started in expressing
computations in this language, it is a dangerous tendency for the long term use of Hap
for two reasons. First, thinking in terms of loops, conditionals and functions instead of
behaviors, goals and reactive annotations can lead to errors because the meaning is actually
grounded in the latter. If one thinks only in terms of the familiar concepts, it is easy to
forget that the tests in conditionals are evaluated in parallel, and that unpredictable things
happen if multiple tests are true smultaneoudy. In the behaviorsin Figure 5.2 both a test
for zero and a test for greater than zero are necessary.

The second reason it is important to think in terms of the underlying Hap language
is to capitalize on opportunities of expresson. These opportunities can be important for
even the most mundane of computations. For example, consider the task of path planning.
Because the test conditionsin a conditional are actually preconditions, Hap's full range of
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primitive sensors and reflection can be included in these expressions. Thus, when building
apath planner one could (and probably should) choose different routes when energetic than
when tired, or make other variations based on the sensed environment or internal state of
the agent. A path planner could also be fitted with reactive annotations that abort parts
of the planning when the goals of the agent or other information change. These types of
expression are central to being ableto capture a personality in code, and thisis an important
benefit to expressing such computation in Hap.

5.2 Composite Sensing

Asdescribed in Chapter 3, the agentsin the sample Woggles domain can perceive theworld
at alow level. To perceive another agent’s behavior, an agent can perceive the physical
properties of the other agent’s body and the actions that the other agent is performing at
the current instant in time. The physical propertiesthat are perceived are physical location,
angle the body isfacing, and direction the eyes are facing. In addition, the set of currently
executing primitive physical actions can be perceived. The agents perceive the shape of the
world by querying positionsin the XY plane for associated heights.

In order for the agent to react appropriately to relatively large scale events like fights,
deeping and moping, the available stream of low level perceptions must be interpreted by
themind of theagent. Ingeneral, theselarge scal e events are recogni zed because of patterns
of perceptions over time. Of course, how patterns of perception are interpreted is subject
to the socia conventions of the created world, as well as the individual personality of the
agent. For example, different cultures perceive different things as threatening or friendly,
and different individuals within a culture also vary in these perceptions.

In Hap, ssimple sensing is done through primitive task-specific sensors as described in
Section 4.13.3. With these sensors an agent can query any of the above listed low-level
events. To recognize larger scale events one builds sensing behaviorsin Hap.

These recognizerstake advantage of normal Hap mechanisms, such as demons, success-
tests and context conditions, as well as Hap’s mechanisms to encode patterns of behavior.
The combination results in behaviors that recognize patterns of events over time.’

5.2.1 Example Sensing Behavior

To make this approach concrete, consider a specific example sensor: one to recognize
threatsin the Woggles world. Threatsin the Woggles world are similar to physical threats
in our world. The Woggles have a notion of personal space, with invasion of that space
causing some uneasiness in many situations. An agent making quick movements toward
another agent can be viewed as threatening that agent, especially if the movements are
made within the other agent’s personal space. In addition, the Woggles have a particular
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|

FIGURE 5.3. A sequence of snapshots showing the appearance of a
puff movement over time, and a single snapshot showing the appear-
ance of a puff from head on.

body motion that is used for threatening. An image of this motion, called puff can be seen
in Figure5.3. Itismodeled after the way animals make themselves ook larger to the entity
they are threatening, for example, the way a cobra spreadsits hood, a cat archesits back, or
ahuman puffs out its chest. Of course, these social conventions are subject to each agent’s
interpretation, and misinterpretations do happen.

Given that these types of threats are made both by the user and by other agents, each
agent needs to be able to recognize when it or another agent is being threatened. The fact
that the user performs these threats means that we cannot just sense the information from
the mind of the other agents.

A behavior to perform this recognition is presented in Figure 5.4. The basic pattern it
recognizes is when an agent enters the personal space of the potential victim, and either
does multiple quick movementsor puffsat thevictim. A complete description of it follows.

To construct a sensor to recognize threats of this form, we first need a demon that
recognizes when a Woggle comes too close to the agent. This is done, as shown in lines
(1) and (3)—(6) of Figure 5.4, by using a sequential behavior whose first step is await goa
with an appropriate success test. In this case, the success test uses primitive sensors to
recognize when a Woggle comes within a certain distance (less than this agent’s notion of
personal space) of the target. The agent’s current notion of persona space is stored in a

"This approach does not address the orthogonal and difficult research issue of interpretation of ambiguity
in the face of multiple possibleinterpretations.
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(sequential behavior recognize_threaten (victim)
(locals (aggressor unbound))

(with (success_test someoneiswithin $$personal _distance of $$victim and
$Pvictim can see someone;
set $$aggressor to someone)

(wait))
(subgoal verify_threaten $$aggressor $$victim)
(mental_act signa $$aggressor isthreatening $$victim now) )

(concurrent_behavior verify threaten (attacker victim)
(number needed_for_success 1)
(context_condition $$attacker iswithin 4* $$personal _distance of $$victim and
less than a minute has el apsed)
(subgoal recognize puff $$attacker $$victim)
(sequential
(subgoal recognize quick._act $$attacker)
(subgoal recognize quick._act $$attacker)
(subgoal recognize quick_act $$attacker)))

(sequential behavior recognize_quick._act (who)
(with (success_test $3who performsa Squash, Put, Jump or ChangeBodyRadii action
with aduration < .2 seconds)

(wait)))

(sequential behavior recognize puff (who at)
(with (success_test $3who isexecuting ChangeBodyRadii action with argument
valuesin the range needed to look like a puff)
(wait)))

D
(2
3)
4)
(5)
(6)
(7)
(8)

()
(10)
(11)
(12)
(13)
(14)
(15)
(16)
(17)

(18)
(19)
(20)
(21)

(22)
(23)
(24)
(25)

FIGURE 5.4: Sensing behavior to perceive threatsin the Woggle's world.
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global variable. Thissuccesstest, asaside-effect of firing, records which Woggle cametoo
closein alocal variable of the behavior. The second step of the sequential behavior, inline
(7), isagoal to verify the threat by that Woggle. And the third step, in line (8), isamental
act to record that that Woggle is threatening the target. If the verify goal fails, the behavior
fails, and the third step is not executed. If it succeeds, the third step records the aggressor
and other behaviors can match that information to decide how to react.

To construct a behavior to verify the threat we need to be able to recognize quick
physical actions and a puff action toward the victim. These are expressed as the last two
behaviorsin Figure 5.4, lines (18)—25). They are both sequential behaviors with asingle
wait step. Thus, these behaviors can only succeed if the success test associated with the
wait step becomestrue. Otherwise they will remain in the tree until one of their ancestors
isremoved. The successtests for these behaviorsrecognizes the appropriate actions as they
happen. Thefirst one, in lines(19)—(20), recognizes when any of four actions that movethe
body isdone quickly (with duration less than 200 milliseconds) by $$who. The success test
for the recognize_puff behavior, in lines (23)—(24), recognizes when $$who performs a
ChangeBodyRadii action with parametersin an appropriate range to make it look like the
puff action in Figure 5.3.

Using these recognizers one can build a behavior to verify that a threat is being made.
One such behavior is shown as verify threaten, inlines (9)—(17). It takes the alleged
attacker and victim asitsarguments. Since athreat can be either a single puff or asequence
of several quick actions toward the victim, it uses a concurrent behavior. This alows all
steps of the behavior to be pursued concurrently; thefirst step, inline (13), isarecognize_
puff goal, and the second step, in lines (14)—17), is a sequential form to cause a
sequential behavior with three recognize quick act steps. In this way both types of
recognition can be pursued concurrently.

Since only one of these patterns is required for a threat, we need to indicate that only
one of the steps of our verify_threaten behavior is needed for the behavior to succeed.
Thisisthe (number needed_for_success 1) annotationin line (10).

Now we have most of the recognition behavior written. But for athreat to actually take
place the threatening actions need to happen near the victim, and if the threat is of theform
of a sequence of quick actions they need to be reasonably close together in time. If the
aggressor moves into the victim's personal space and then moves on, then no actual threat
takes place and the sensing behavior should recognize this. Similarly, if the aggressor
moves into the victim’'s persona space and stays there without performing threatening
actions or performs a sequence of quick movements over the course of a long time, then
no threat takes place (although such activity should probably be recognized as annoying).
The context condition in lines (11)—<(12) is included to capture this idea; it encodes the
conditions in which the verify_threaten behavior continues to make sense: when the
attacker stays reasonably near to the victim and does not take too long to threaten. If it
moves farther away or takes too long, then the behavior will fail, and no threat will be
signaled.

An agent enables this behavior by creating recognize_threaten goalsfor whichever
agentsit desires to monitor. Typically an agent will have a persistent goal to continuously



5.2. Composite Sensing 83

monitor whether it itself is threatened. Some agents have persistent goals to recognize
when their friends are threatened. And any agent can create such a goal whenever the
situation warrants. For example, if an agent you are trying to cheer up tellsyou it is sad
because it keeps being threatened, the behavior that responds to this knowledge might be
to watch for such threats in the future and intervene. Part of such a behavior would be a
recognize_threaten goal. Additional behaviors must be written to react appropriately
to the results of thisgoal and behavior.

It should be noted that these sensing behaviors typically are not very expensive com-
putationally. Whenever such goals are present in the ABT, and sufficient processing has
occured to alow the goal to be chosen and expanded, the behavior will sit suspended
until an agent enters the personal space of the one being monitored. The success test that
is monitoring this condition will not fire until such an event occurs, and the wait step,
like dl wait stepsis never chosen for execution. Thus this portion of the ABT remains
unchanging until the success test condition fires.® While suspended, the behavior takes no
Hap processing. Hap instead attends to and expands other goals and actions of the agent.

Unless agents are repeatedly threatening each other or performing actions that cause the
behavior to partially recognize athreat, this behavior is computationally cheap.

5.2.2 How It Executes

When an agent enters the persona space of the agent being monitored, the success test
fires, and theverify_threaten goal isavailablein the active behavior tree to be chosen.
Thus the agent’s attention is drawn to a potential threat, and this behavior decides whether
oneisin fact taking place. This behavior watches the subsequent actions to see if either a
sequence of threequick actionsor apuff isperformedat thepotential victim. If either of these
happenstheverify_threatenbehavior will succeed. Only oneisnecessary because of the
number_needed_for_successannotation. Thissuccesswill causetheverify_threaten
goal to succeed and the following mental action will signal the recognition of the threat.
Any other behaviorsin the agent can then respond to this information.

Notice that the recognition of the puff action and three quick actions can take place or
partially take placein any order. Thisis because there are two goals|ooking independently
for the puff and three quick actions. So for example, if aquick action isfollowed by a puff
the recognition occurs properly. The quick action would cause the sequential behavior to
progress to the second recognize_quick_act goal, and the puff action would cause the
recognize_puff goal to succeed, causing theverify_threaten behavior to succeed and
the threatening to be signaled.

If neither three quick actions nor a puff happen beforethe potential attacker moves away
from the victim, the behavior will fail because of the first clause in the context condition.
Thiswill causetherecognize_threaten behavior to fail aswell, and the threat will not be
sgnaled. If therecognize_threatengoa ispersistentit will resetitself, and beavailable

8The monitoring of the conditionsthemselves is cheap because of the compilation to Rete.
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to recognizeathreat or potential threat again. The samewill happen if the potential attacker
takes too long to threaten.

This behavior illustrates how sensing behaviors can be written in Hap. Similar sensing
behaviors are written to recognize sleeping, when another agent is sad, invitations to play,
teasing, the moves to be followed in a game of follow the leader, etc. Such behaviors are
an important part of building a believable agent.

5.3 Summary

This chapter has presented how two capabilities, arbitrary computation (“thinking”) and
composite sensing, needed for agents can be expressed inHap. Thisispart of the description
of how Hap functions as a unified architecture for all aspects of a believable agent’s
processing. Chapters 6 and 8 describe how additional capabilities of an agent are built in
Hap, and in Chapter 9, | describe the advantages of using Hap as a unified architecture.



Chapter 6

Emotion and Integration with Hap

Asisdescribed in the requirementsfor believable agentsin Chapter 2, emotionis acritical
part of believable agents. What a character is emotional about and how it shows those
emotionsis one of the central defining categories of details that make up the personality of
the character. Thisideaiswidely held in character-based arts such as character animation,
drama, and film. The book Disney Animation: The Illusion of Life claims:

Tobringacharacter tolife, it isnecessary to imbue each single extreme drawing
of thefigurewith an attitude that reflectswhat heisfeeling or thinking or trying
to do. [Thomas and Johnston 1981, p. 146, emphasis added]

This claim is not an isolated one. Thomas and Johnston repeatedly make this point as do
almost al authors when writing about creating characters.

To address this need, | and the other researchers of the Oz project use an explicit, but
integrated, emotion system. This is a deliberate choice; others working in emotion for
agents take different approaches, such as emotions emerging from other properties of the
architecture [Sloman 1987]. We chose to use an explicit emotion system because of the
flexible artistic control that it affords. Such artistic control has been useful for creating
believable agents. The nature and advantages of this approach are discussed in depth in
[Nea Reilly 1996].

6.1 Desired Propertiesof Emotion System

During the construction of different agents, | have used different emotion system versions.
Each of these versions has had different properties with their own advantages and disad-
vantages. |n my experience, there are four propertiesthat are most important to an emotion
system’s usefulness.

o Personality-specific and flexible generation of emotions. The author needs to
be able to specify what this agent becomes emotional about and how emotional it
becomes, because these details are a critical part of expressing a personality. The
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method of generating emotions needs to be flexible, because artists might conceive
of many ways in which they want emotions to arise in the agents they create. | do
not want the architecture to irrevocably limit them to some preconceived notion of
how thisis done. However, some limits that can be worked around when necessary
might be needed in order to achieve the other three properties.

e Flexible expression of these emotions: Different characters show their emotionsin
dramatically different ways. | want to allow a wide range of modes of expression in
my architecture, so that authors can create agents that richly express their emotions.

¢ Automatic management of emotionsand framework tosupport their expresson:
Insofar asit does not overly conflict with the above two properties, itis useful for the
management of emotionsto be automatic. For example, an automatic mechanism for
storing and decaying emotions once they are generated removes a burden from the
agent builder. Likewise, a structured framework for expressing the emotions can be
useful if it is not overly restrictive.

¢ Understandability of generated emotions: If an emotion system providestheabove
three properties, then an author isableto specify to what hisagent becomesemotional,
and how it expresses those emotions. For thisto work, the author must understand the
emotionsthat are automatically generated using the first information he provides, so
that he can create appropriate expressions of those emotions. Thisis complicated by
any automatic management that the system provides. The author needs to intuitively
understand the ways emotions are automatically generated, and the ways they change
over time in order to be able to create expressions of those emotions appropriate to
the personality being constructed.

The next sections describe my approach to providing support for emotionsin believable
agents. | first describe in Section 6.2 the model of emotions used in Hap. This model is
the work of Scott Neal Reilly. The rest of the chapter describes how this emotion system
is integrated with Hap. This integration is joint work of Neal Reilly and myself. (Neal
Relilly’s dissertation [Neal Reilly 1996] describes an extended version of this model, and
also includes an approach to socia behavior for believable agents.)

Section 6.3 addresses the first desired property above: how an author specifies what
an agent becomes emotional about and how emotional it becomes. Section 6.4 addresses
the next two desired properties: flexible expression of emotions and appropriate automatic
management. Section 6.5 addresses the final desired property: the understandability of
the resulting emotions. Finally, Section 6.6 describes how the emotion system itself is
implemented in Hap to capture properties | believe important for believable agents.

6.2 Neal Reilly’s Emotion M odel

To enable these propertiesin my architecturel use an emotional system developed by Scott
Neal Reilly called Em. Thefull Em system isdescribed in Neal Reilly’sthesis[Neal Reilly
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1996]. In this chapter | describe a smplified, but representative, version. | describe it
from the point of view of its integration with Hap, and the way in which thisfacilitates the
expression of detailed envisioned personalities. My primary purpose in describing it is to
discuss emotion issues here and in later chapters. The version of Em | describe isthe same
one implemented and used in the Edge of Intention agents described previoudly.

Neal Reilly’semotion model takes acognitive approach to emotion generation. It draws
in part from the work of Ortony, Clore and Collins [Ortony et al. 1988]. In this model
emotions arise from events and the relationships of these events to important goals of the
agent. For example, happiness might arisein acompetitive child because hejust wonagame
and winning the game is an important goal for him. In the smplified version of Em that |
describe here, there are five possible emotion types: happiness, sadness, fear, gratitude,
and anger. Happiness arises when agoal important to the agent succeeds. Sadness arises
when an important goal fails. Fear arises when the agent thinks an important goal islikely
to fail. Gratitude and anger are directed emotions. An agent feels gratitude toward X
when an important goal succeeds and the agent believes someone or something (X) helped
it succeed. Likewise an agent feels anger toward X when an important goal fails and
the agent believes X caused or helped cause its failure. Fear can arise as an undirected
emotion, as above, or as a directed emotion; fear of X arises when the agent believes X
will be the cause of an important goal failure. For each of these emotions the intensity of
the emotion is directly related to how important the goal isto the agent.

This emotion model also contains a social attitude: like. Each like attitude contains
adirection which is the object or agent that the attitude is directed toward, and a numeric
value which expresses the level of like. Negative values indicate dislike toward the object
or agent.

6.3 Emotion Generation

Our first requirement for the emotion system is that an author be able to specify what
the agent becomes emotional about and how emotional it becomes. Since we are using
a cognitive model of emation in which emotions are generated from goals of the agent,
we must first allow our authors to specify which goals are important and can therefore
cause emotions. This is done by adding an optional importance annotation to a goal.
An importance annotation is added using theform (importance <expression>),where
<expression> must evaluate to a non-negative number that represents how important this
goal isto the agent.

If an author gives a goal a non-zero importance value, that goa will automatically
generate happiness and sadness emotions when it succeeds or fails. It can aso generate
anger, gratitudeor fear emotions under conditions which | describe below. The intensity
of the generated emotions is directly proportional to the importance value given by the
author. If no importance annotation is given, the importance of the goal defaults to zero
and no emotionswill be generated for it.
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In Hap theimportance and priority of agoal are specified separately. Thisisbecause, for
many goals and personalities, the emotional reactions an agent hasto its goals are different
from how urgently the agent pursues the goals. Consider, for example, a child who istold
to take a bath before going to bed, and who then trudges off to the bathroom only to find
that there is no hot water. Most of the kids I know when faced with this turn of events
would not be sad because their high-priority goal failed, but would instead get a big grin
on their face because they are happy not to have to take a bath. In such a situation, it is
appropriate for the goal to take a bath to be high priority even if the child does not want
to take a bath, but it is not appropriate for the goal to have a high importance value. In
fact it would likely be appropriate to have the reverse goal (to not take a bath) have ahigh
importance.! By separating a goal’s priority from its emotional importance (and in this
case by using a passive goal as described below in Section 6.3.3), personalities such as the
above child can more easily be built.

Importance annotations are similar to priority annotations in that they are specific to
instances of agoal rather than to al goals of a particular type. Thisisfor the samereason as
given for priority: avery different emotiona importance value may be appropriate for the
same goal in different contexts. For example, the goal to run through the park might have
very different importance values depending on whether it is part of an exercise behavior or
aracebehavior. Importancevalues are different from prioritiesin that they are not inherited
from parent goals. Thisis because, for most persondlities, it would not be reasonable for
all subgoals of an important goal to also generate emotion. If winning a tennis match is
an important goal, most competitors would not feel the same emotional intensity for every
point that iswon or lost. (Particular personalities, such as one based on John McEnroe,
might have some emotional response to every point, but even for him the responses would
likely not be the same as for the entire match.) Except for the generation of emotions, an
importance annotation has no functional rolein a Hap agent.

6.3.1 Inferring Credit, Blame and Likelihood of Failure

To generate anger, gratitude or fear, the agent needs to have other knowledge in addition
to the fact that an important goal has succeeded or failed. For example, in order to generate
gratitudein Neal Reilly’smodel, the agent must believe that someone or something helped
or is responsible for an important goal’s success. Likewise, generating anger requires
determining that the agent blames another agent or thing for an important goal failure, and
generating fear requires the agent believing that an important goal is likely to fail. Hap’s
normal processing does not automatically provide this information.

The primary reason Hap does not automatically compute this information is that there
is no single mechanism to compute it; it is personality-specific. When and how an agent
blames othersfor failuresis specific to its personality, asis the agent’s assignment of credit
for goal successes and how the agent infers that a goal might fail. For example, some
personalities are very cavalier in blaming others for failures, whereas other personalities

1Such agoal would need to not be pursued, or be pursued carefully for the child to stay out of troublewith
the parent. Goalsthat cause emotional reactionsbut are not necessarily pursued are described in Section 6.3.3.
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tend to blame themselves even in the face of strong evidence to the contrary. In addition,
such generalities are not even enough to fully capture a given personality’s variety in this
type of reasoning. How credit and blame are assigned almost certainly depends on the
gpecific situation. An individual that is stressed may make different choices than one that
is calm or sad, and an individual might make different choices when assigning blame for
familiar goals versus novel goals. Similar variation exists when a particular personality is
deciding whether agoal islikely to fail. In short, thisreasoning is yet another arenafor the
detailed expression of personality.

Thistype of detailed expression of personality is one of the things Hap was specifically
designed to support. There are a number of opportunities in Hap to encode this type
of reasoning for the agent being built. The first is available through reflection of Hap’s
processing. The active goals and behaviors of the agent can be referenced by any of Hap's
decision making match expressions. preconditions, context conditions and success tests.
In addition, when an important goal succeeds or fails, this event is recorded in memory,
so that it is available to be referenced by these conditions. Using this information about
which goals have succeeded or failed, behaviors can be written to infer blame or credit
about these events. Using reflection of which goals are active, behaviors can be written to
infer likelihood of failure for these goals. These behaviors can use information about the
goals, aswell asthe other sources of information availableto all Hap behaviors: sensing of
the external world, reflection of internal state, etc. Such inference behaviors can be written
using any inference technology desired by the author. Chapter 5 describes how one can
express such computationsin Hap.

Oncethisinformationisknown by the agent, theemotion system automatically generates
anger, gratitude or fear emotions as appropriate.

One smpleexampl eof these emotions being generated arises during the gameof follow-
the-leader in Wolf, the aggressive personality from the Woggles. If the game is aborted
beforeit is finished, Wolf has a smple special-purpose inference behavior that blames the
agent he was playing with for the failed goal. Thisis completely appropriate for Wolf’s
self-centered personality: in his mind he could not have caused the failure, so it must have
been the other guy; thereis no reason to think further. The failed goal by itself givesriseto
sadness, and the failed goal combined with the inferred assignment of blame givesrise to
anger toward the other agent.

Explicit reasoning behaviors to infer blame or credit are not aways necessary. Thisis
because an author will often have expressed this content in other aspects of the behavior.
Success tests, for example, encode some of the conditions under which a goal succeeds.
Sometimes these conditions express situations in which another agent or object helps the
goal to succeed. When this is the case, and if it is appropriate for the personality being
built to recognize this help, it is a simple matter to have the success test signal this help to
the emotion system. Likewise context conditions are expressions by the author of some of
the situations when a behavior fails, and some of them naturally have available to them the
cause of the failure. These conditions, when appropriate to the personality, can record the
cause in memory. If thisbehavior failure causes an important goal failure, thisinformation
can be used by the emotion system to cause anger.
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Behaviors themselves also sometimes naturally encode thisinformation. A given goal
can succeed by multiple methods depending on which behavior is chosen for it. The
difference between these methods in some cases captures the difference between another
agent helping and not. For example, if an agent has the goal to move a heavy object, it
might have two different behaviors for doing it. The first might be to move it itself, with
some risk of hurting itself, and the second might be to get help from another agent to move
it. If the second one is chosen and succeeds, then gratitude towar d the agent that helped
might be appropriate. The author writing these two behaviors could encode this by adding
amental act that gives credit to the helping agent as the final step of the second behavior.

6.3.2 Discussion: Inferenceto Express Personality

It should be remembered that the goal to strive for when building believable agents is to
have the agent make inferences that are appropriate to its personality. As is underscored
by the ssimple inference made by Wolf above, where he blithely assigns blame to whoever
heis playing with if hisfun is aborted, the accuracy of such inferencesis only important if
accuracy is appropriate to the personality being built. This makes the task of writing such
inferences different than it would be in moretraditional areas of artificial intelligence. Itis
not necessarily easier; accuracy is often important, but one should always have the person-
ality in mind when writing these behaviors, and only encode inference or other processing
that is appropriateto the behavior and situation. For example, carefree personalities would
not perform alarge amount of reasoning about whether a goal is likely to succeed. When
building a personality that worries, such large reasoning would be exactly what is needed to
express the personality. (Such a personality might actually need more complex reasoning
than required by accuracy alone, if the personality is an extreme worrier.) Because Hap
is a rea-time architecture, the time taken to do this reasoning might show up in slower
responses to events, etc. And the results of this reasoning might give more objectively
accurate fear responses. (Unless, of course, thelarge reasoning wasinaccurateitself, which
might be appropriate for particular personalities.)

6.3.3 Passive Goals

Success and failure for many goals are determined by normal Hap processing as described
above and in Chapter 4. For some goals, whether they have succeeded or failed must be
sensed or inferred. If an agent hasthe goal that hisfavorite sportsteam win thisgameor that
aroulette wheel stop on a particular number, Hap’s normal mechanismswill not determine
if the goal fails. Sensing must be performed. Nea Reilly calls such goals passive goas
because they tend to be goalsthat are not actively pursued by the agent (although there are
certainly people who perform actions that they think will affect the outcome of the roul ette
wheel or their favorite sportsteam). When such goalsareactively pursued by the agent, they
can be expressed as normal Hap goals. When they are not pursued they can be expressed as
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Hap goalsthat are not chosen to be executed? or expressed in other data structures. In either
case, explicit behaviors must be written to determine when they succeed or fail in order
for them to generate the four emotions that depend on this information. These behaviors
can be sensing behaviors as described in Section 5.2, “thinking” behaviors as described in
Section 5.1, or a combination of both.

6.4 Emotional Expression

It is important to express the emotions that are generated. Thisis the point of generating
them. If generated emotions do not ultimately have impact on the activity of the agent, then
they are simply data structures that have been written into without ever being used.®

Emotions arise by the mechanisms presented in the last section. The architecture
supports their expression in al parts of an agent in four ways. First, generated emotions
are decayed over time, eventually resulting in their removal. Second, generated emotions
are automatically combined into summaries. Next these summaries are mapped (using
an author-specified, personality-specific mapping) to styles of action. And finaly, the
emotional state is available to al of the decision making elements of the agent so that all
parts of the agent’s behavior can vary based on the current emotional state. Each of these
is described in turn below.

6.4.1 Automatic Decay of Emotions

Emotions in traditional characters don't last forever. A character becomes angry; the
anger lasts for a while; and it eventually goes away. To address this issue for agents,
Em automatically decays the individual emotions periodically. When the intensity of the
emotion decays to zero, the emotion is removed.

6.4.2 Summarizing Emotions

As described in Section 6.3, any important goal can potentially give rise to any of the five
emotions. This can result in multiple emotions of the same or different types. An agent
might be dlightly happy because a greeting goal succeeded, medium happy because a
goal to play succeeded, and sad because itsdont _be_teased passive goal failed. Each of
these events would cause a separate happiness or sadness emotion as appropriate. At any
given time, there might be many such emotions present in a given agent. An author might

2This can be done by giving them a behavior with await goal asits only step. Once expanded, the goal
will no longer be pursued by Hap.

3Thisisactually why there are only five emotions in the model presented in this chapter. This model was
originally created for the Woggles. At the time we knew there would be limited time to write their behaviors,
so we chose asmall set that we thought would be the most powerful. Our aim was to use the limited time we
had to express thissmall set as fully as possible, rather than using a larger set of emotionswith each emotion
given less attention.
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want the agent’s behavior to vary based on these individual emotions, but it is also useful
to be able to write behaviors that vary based on the overall level of happiness or sadness
the agent isfeeling at a given moment.

To facilitate this second form of variation, the emotion system automatically summa-
rizes the emotional state of the agent, by combining emotions of the sametype. All of the
happinessemotions are combined into asingle summary happinessemotion that expresses
the agent’s combined level of happiness. Similarly all of the sadness emotions are com-
bined. The directed emotions, anger toward X, gratitude toward X and fear of X, are
combined when the emotion and direction, X, are the same. They are also each combined
into an undirected anger, gratitude and fear summary that captures the overall level of
anger, gratitude and fear that the agent is experiencing due to all of the emotions of these
forms.

Conceptually, each of these summariesiscomputed continuously so that theinformation
isalways current. These summaries provide sets of data that capture the emotional state of
the agent at different levelsof detail, allowing an author to think about and expressvariation
at any of these levels.

6.4.3 Behavioral Features: Mappingto Styles of Action

Charactersdon’t always show their raw emotions. They may be quite afraid, while showing
acalm demeanor, or seething inside while acting very polite and civil. In order to provide
architectural support for these types of expression, Em providesa mapping ability from the
raw emotions to behavioral features. Each behavioral feature represents a style of acting.
They are an author-specified set.* The initial set is: act_cheerful, act_glum, act_alar med
and act_aggressive.

This mapping is specified by the author so it can be tailored to the personality being
expressed. This mapping for a candid, expressive or naive personality might be a direct
mapping: happinessto act_cheerful, sadnesstoact_glum, fear to act_alar med and anger
to act_aggressive. A schoolyard bully, on the other hand, might map fear and happiness
to aggression aswell asanger to aggression.

Just as with the summariesin the last section, conceptually the behavioral features are
continuously updated, so they are aways based on the current emotional state.

6.4.4 Expressing Emotions

Ideally the agent’s emotions should be able to influence any aspect of its behavior that
the author desires. We alow thisin Em and Hap by allowing any of Hap’'s behaviors to
reference any of the parts of the emotional state.

4In Nedl Reilly’s explanation of this work, many of the aspects are ultimately author-specified, as is
appropriate in order to be able to flexibly express any believable agent. | have kept to a concrete single
emotion system in this description because emotion is not the focus of my work, and this concrete system is
sufficient for exploring the issues of emotion in believable agents.
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These references can be in any of Hap’s decision making expressions: in preconditions
when deciding on which behavior to choosefor agoal, in successtests, in context conditions,
or in mental actions. In this way, any aspect of the agent’s behavior can be affected by
the current emotional state, from the motivational level to particular choices of actions or
subtle timing. Because the other capabilities of the agent are also encoded in Hap, they can
also include variation based on emotion. An agent could do path planning for movement
differently when angry than when happy. Or it can performits composite sensing differently
in different emotional states. The workings of the emotion system itself can be sensitive
to the emotional state. For example, one could build an agent that assigns blame to others
much more freely when angry than when happy.

All levels of the emotional state are available for these choices: the behavioral features,
emotion summaries, and raw emotions. This allows an author to write behaviors that vary
based on the general emotional state or more specific aspects of the state. One interesting
use arises naturally in the case of the schoolyard bully (described in Section 6.4.3) that
maps fear into act_aggressive. Most of the bully’s behavior might express the state given
by the behaviora featuresincluding act_aggressive, while afew artistically-chosen subtle
behaviors, for example a nervous twitch or movement of the eyes, might express his raw
fear emotion when present.

6.5 Understandability: Importance, Emotion Intensities
and Decay

In order for an author to be able to write the emotional variation in an agent’s behavior it is
important for the author to intuitively understand what all of the elements of the emotional
state mean. Some of this understanding is automatic because the author is the one that
specifies the importances of the agent’s goals, and the initial intensity of an emotion isthe
same as the importance of the goal that gives riseto that emotion.

The agent will rarely be reacting to freshly generated goals, however. At any given
time, the bulk of the raw emotions will have been partialy decayed. If an author wants
to write behaviors that reference these, then she must intuitively understand how emotions
decay over time. Similarly, the summarized emotions are automatic combinations of these
raw emotions, so an intuitive understanding of what this combination meansis necessary to
meaningfully write variations based on these summaries. The behavioral feature mapping
is author written, but is based on these summary emotions, so it has the same need.

Neal Reilly gives several choices in his dissertation for how the automatic parts of
his emotion system can work. He suggests that different authors might choose different
modelsfromhischoices. When oneconsidersthisneed of understandability of theautomatic
processing, | believe one set is clearly better. Thisisthe model | use in my characters. (I
used another model in earlier characters and had difficulty with understandability.) Using
this model we can define a set of rules of thumb that make reasoning and intuitions easier
about the connection between author-specified importances; the intensities of emotions as
they arise, combine and decay; and the match expressions that reference these emotions.
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This system of automatic management is defined by two rules:

e For the summaries, emotional intensities are combined logarithmically. 1f two emo-
tions of intensity : and ; are combined they result in a summary with intensity
log(2 + 27).

¢ When decaying emotions, each raw emotion is decayed such that it is reduced by 1
each second. The summaries and behavioral features are recomputed using the new
raw val ues.

These choices for the automatic management result in good properties from the stand-
point of understandability. Oneof the useful propertiesisthat an emotionsummary intensity
n will last for n seconds, decaying one unit per second. Thisistrue whether it is the result
of a single raw emotion or a group of raw emotions combined. This and other rules of
thumb to help authorsintuitively understand the connection between importance values and
the resulting emotionsis given in Figure 6.1.

Rules of Thumb for Meaning of Emotions

e intensity of each emotionisinitially equal to the importance of the
associated goal .

e emotion summariesarelogarithmically combined: (two emotions of
intensity 6 combine to a summary of intensity 7).

e One point of decay (in emotion summary or raw emotion) takes
approximately one second.

FIGURE 6.1: Rulesof Thumb for authors of emotionsof causes and expressionsof emotions.

This system of automatic management is simple. One could imagine many variations
for particular types of expression. Neal Reilly [Neal Reilly 1996] discusses various types
of variation one might want, for example one might want emotions to decay at different
rates. But, for any chosen system of automatic management, it is important for an author
to be able to intuitively understand the flow of emotions over time.

6.6 Implementation in Hap

Section 6.3 describes how part of the processing necessary to generate emotionsisimple-
mented in Hap and Section 6.4 describes how Hap is used for the expression of emotions
once the emotions are generated and automatically managed.
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Therest of the processing of the emotion system is handled by threetop-level persistent
demonsandtheir behaviors: em_decay_demon,handle_goal_successandhandle goal_
failure.

Em_decay_demon IS a demon that fires once every second. It is typically a low-
priority demon (athough this can be changed for a particular personality). This causes it
to sometimes be delayed in executing. This is why the decay of emotions described in
Figure 6.1 is approximate. When it fires, its behavior executes by: reducing every raw
emotion by one;® removing raw emotions that have intensity zero; updating the emotion
summaries; and updating the behavioral features.

Handle_goal_success and handle_goal_failure are aso top level demons. They
firewhenever animportant goal succeedsor fails. Hap allowsthisreflection of itsprocessing
by recording these events in memory.

Thefirst step of thesedemonsisthegoal infer_credit or infer_blame, respectively.
These goals are annotated with (persistent when_succeeds) and ignore_failure SO
they cause all of the applicable inference behaviors to execute.

The behaviors for these goals are written by the author to express any methods by
which this personality infers credit or blame. (Other methods besides explicit inference as
described in Section 6.3.1 could aso be used.) These behaviors have access to the goal
that succeeded or failed and all of its arguments, aswell asal of Hap’'s normal sources of
information: sensing of the external world, reflection of internal state, etc. Such inference
behaviors can be written using any inference technology desired by the author. Chapter 5
describes how one can express such computationsin Hap.

The next step of both demons is a goal to generate the appropriate raw emotions:
sadness or happiness, respectively, and anger _toward or gratitude_toward if blame or
credit was inferred (or signaled by other aspects of Hap's processing as described above).

The emotion summaries and behaviora features are then updated.

By encoding the emotion system in Hap, we gain the same properties important for
believability that are described at the beginning of Chapter 5. Oneinteresting result of this
encoding isthat the processing of emotionsis scheduled in real-time competition with other
aspects of the agent’s processing. This allows an author, by changing the relative priorities
of the emotion goals and other goals of the agent, to create different personality-specific
variations. For example, if the emotion processing ishigh priority, the agent will tend to get
less done when being emotional. This effect would be enhanced if the agent had passive
goals that caused emotions based on memory or other emotions. One could create an agent
that becomes increasingly sad or afraid and unable to function over time. Conversely,
by making the emotional processing lower priority than other activities, an author can
create a personality that is less emotional when it is busy. For this to be noticeable, the
other activities would have to be fairly computationally expensive, because the emotion
processing is cheap. One could enhance this by creating specific “busy-work” behaviors
that the agent does when it wantsto take its mind off of itsworries. Neither of these arethe

51f more than a second has el apsed each emotion isreduced by an amount proportional to the elapsed time.
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answer to a complete personality; that still requires many more details, but both could be
part of many interesting personality variations.

Some of these effects show up in limited form when these goals are given middle or low
priority. These limited effects introduce small timing variation in behaviors, generation of
emotions and decay of emotions.



Chapter 7

Constructed Agents

In the previous chapters | have described my architecture for believable agents. In this
chapter | want to show how one can use all of the aspects of this architecture to build a
complete agent, by describing an implemented agent in detail. The agent | describe is Wolf
from the Woggles.

7.1 ThePersonality to Be Built

The aim in building Wolf was to construct a believable agent that can interact with the
other agents and the user, and that exhibits a particular personality. Wolf was designed to
be an aggressive personality and a show-off. This personality is described in this original
character sketch:?

Wolf - mean guy. leader of wolf/dog pack. He provokes dog to do kind of
mean things to shrimp. grey to black. likes to make fun of shrimp or pig, as
appropriate. Also has an aesthetic side which makes him like to dance. Can
practice dancing with dog. They can do awesome choreographed dances. He
also likesto do certain athletics, to show how great heis.

Shrimp isashy, timid character, and Pig became known as Bear when implemented. Heis
abig, wise, protector type of character. Dog was never implemented. He was originally a
kinder, gentler side-kick to Wolf.

The domain of the Wogglesis described in Chapter 3. This domain was constructed to
be a simple world, in which most of the complexity isin the behavior of the agents and
thelir interactions with each other and the user.

In the rest of this chapter, | describe in detail the full agent, Wolf. | start by describing
itsbehaviors. Then, | describe how those behaviors are structured and organized by Wolf’s
top-level. Third, | describe how the emotions arise and are expressed in Wolf. The chapter
finisheswith adiscussion of where Wolf’s personality is captured and an extended example

1Thissketch and anintroductionto Wolf were presented in Chapter 4. Itisincluded herefor easy reference.
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play game (follow-the-leader) watch people (Woggles)
do the chute fight

deep dance

blink greet other

run away cheer-up other
wander/explore

FIGURE 7.1: Main activities performed by Wolf and other Woggles

that is intended to give some sense of what it is like to interact with or observe Wolf for
four minutes.

In the example code fragments, | have stayed as close to Wolf’s original, running code
as possible, only modifying them as necessary for clarity of presentation.

This chapter is dense with the many necessary details to specify an interactive person-
ality. Those wishing a less detailed introduction to Wolf might want to skim the chapter
and read Section 7.8.

7.2 Main Activitiesand Their Expression as Behaviors

The main activities Wolf (and the other agents, Shrimp and Bear) engage in are listed in
Figure 7.1. This choice of activities was motivated by the other designer’s and my desire
to choose a set that would be artistically powerful, and allow us to build believable agents
that could interact with each other and the human user in interesting ways.

As you can see by this list they have normal routine life-activities of seeping and
blinking. They aso perform various activities alone that are similar to ones that people
might engage in. They wander and explore in their world. They watch other Woggles
as a person might watch people in a restaurant or amall. They dance, a solo activity for
them, and they “do the chute”, an activity intended to be similar to playing on adidein a
playground or going downhill skiing. As mentioned in Chapter 3, the chuteis atubein the
world that goes underground. When the Woggles jump in the end on the right they dide
out the other end, and if they have enough speed when they jump in, they are able to dlide
around twice from one jump because the output end is pointed at the input end.

Wolf and the other Woggles also perform several social activities. They greet each
other. They sometimes try to cheer up other sad Woggles. They fight, run away and play
games of follow-the-leader together.

Each of these activities is encoded as one or more behaviors. One of the simplest
behaviors, blinking, isshowninFigure7.2. Thebehaviortoblink, do_blink,isasequentia
behavior that causes a CloseEyes action and a OpenEyes action in sequence. A delay of
150 milliseconds between the two actions is introduced by the wait_for goa in line (7).
Wait_for isused by many behaviors to introduce time-based delays. The behavior for it
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(sequential behavior blink every__or_so (delay) (1)
(subgoal wait _for "(random()}$$delay + 2)*1000") (2
(with (success_test eyesadready closed (other than by do_blink)) (3)

(subgoal do_blink))) 4

(sequential behavior do blink () (5)
(act "CloseEyes") (6)
(subgoal wait_for 150) (7
(act "OpenEyes")) (8)

(sequential behavior wait for (msec) 9)
(locals (stop_time current time+ $$msec) ) (10)
(with (success_test timenow >= $$stop_time) (12)

(wait))) (12)

FIGURE 7.2: Behaviors that cause Wolf to blink.

isshown in the same figurein lines (9)—12). It containsasingle wait step with a success
test that causes the step to succeed whenever enough time has passed. Remember that
await step is never pursued and can only be removed by an associated success test or
removal of one of the step’s ancestors. The current time is sensed initially by the value
expression for the local variable stop_time in line (10), and then sensed over time by the
success_testinline(11). Whilethewait isin effect, this behavior is effectively paused,
and other behaviorsin Wolf will be executing.

Do_blink iscaled by the behavior blink_every___or_so. Wolf has one instance of
thisgoal with asingle argument, the number 7. This goal istop-level and persistent, soitis
never removed. The behavior waits arandom number of seconds and then causes a blink.
The behavior then succeeds; the persistent goal is reset, and the behavior runs again. The
value 7 in the goal cause the pauses between blinks to be between 2 and 8 seconds. The
pause could be longer depending on available processing time for the agent.

Playing the game of follow-the-leader is one of Wolf’'s more complicated activities.
There are two sets of behaviorsfor thisactivity: oneto lead in agame of follow-the-leader
and the other one to follow another in such agame. The basic structure for the behavior to
lead, 1ead_the_follower, isshownin Figure 7.3. This behavior is called with the other
Woggle that Wolf wantsto play with as an argument of the goal. The behavior isthen three
steps. get that Woggleto play, lead for atime, and then stop playing. These steps are shown
inlines (1)—4).

Getting the Woggl e to play isaccomplished by asking it to follow using body language:
going up to the Woggle, greeting it, and then jumping away. (This body language was
motivated by observations of how non-linguistic creatures, such as cats, get people to
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(sequential behavior lead the follower (who) (1)
(subgoal get_follower $$who) 2
(subgoal lead for_time $$who) (3)
(subgoal stop_playing $$who)) 4)

(sequential behavior get_follower (who) (5)

(context_condition lessthan 15 seconds elapsed) (6)
(subgoal hey $$who) (7
(subgoal jump-away_from $$who)) (8)

(sequential behavior lead for time (who) 9)

(with (success_test morethan 45 seconds el apsed) (10)
(subgoal 1tf_do_fun stuff $$who))) (12)

(concurrent_behavior 1tf_do_fun_stuff (who) (12)

(with persistent (13)

(subgoal 1tf_go_to_interesting place)) (14)
(with (priority modifier 1) persistent (15)
(subgoal 1tf_play_in_interesting places)) (16)
(with (persistent when_succeeds) 17)
(subgoal 1tf_do_fun_ acrobatics)) (18)
(with persistent (19)
(subgoal change_speeds $$who)) (20)
(with (priority modifier 5) (21)
(persistent when succeeds) (22)
(subgoal monitor_follower $$who))) (23)

(sequential behavior stop_playing (who) (24)
(with (success_test attempted goal for more than 20 seconds) (25)

(subgoal hey $$who))) (26)

FIGURE 7.3: Basic structure of lead behaviorsfor follow-the-leader.
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follow them.) The first two of these steps — going up to the other Woggle and greeting it
— are accomplished by the hey goal, in line (7), and behavior, which is not shown. The
behavior for hey isarobust behavior that approachesthe target, getsinitsfield of view and
performs the greeting gesture: an appropriately-timed and sized squash up followed by a
sguash down. The hey behavior continuously attempts this sequence until it is successful.
It will chase a moving Woggle until it has successfully gotten close enough, moved into its
field of view and performed the body motion. During this behavior it is aways looking at
the Woggle it istrying to greet, as well as often moving toward it, giving some indication
of itsintention. Nevertheless, for an uncooperative or oblivious Woggle (either human or
Hap controlled), this behavior might never terminate. This is why the context condition
is included in the get_follower behavior in line (6). This context condition causes
get_follower to fail if WoIf has spent too much time (15 seconds) trying to invite the
other Woggle.

In the social conventions we created for this world there is no way for a Woggle to
respond in body language to an invitation to play follow-the-leader; either they play or they
don’t. Thus, thisistheend of the get_follower behavior. Determining whether the other
is playing or not is accomplished by the 1lead_for_time behavior.

Thebehavior for lead_for_time hasasinglestepthatisthegoal 1tf_do_fun_stuff.
Asyou will see in the description of the behavior for this goal, it continues indefinitely or
until it fails. The success test added to the goal causes it to succeed when the leading has
been pursued for 45 seconds.

The behavior for 1tf_do_fun_stuff has five steps that are pursued concurrently as
shown in lines (12)—(23). The first three cause the activity of leading. The first step isthe
goa 1tf_go_to_interesting_place. Thebehavior for thisgoal picksaplace randomly
from the places Wolf considers interesting, and then movestoward it. Because thisgoal is
marked persistent, whenit finishes, it isavailable to run again with Wolf picking a new
interesting place to lead toward.

Thenextgoal,1tf_play_in_interesting_places,isademon?that recognizeswhen
Wolf isin one of two places that he considers particularly interesting. If Wolf isin one of
these places, this demon fires and Wolf leads around in the interesting location for awhile.
Thisgoal is higher priority than thegoa 1tf_go_to_interesting_place because of the
priority_modifier of 1. Becauseitishigher priority, it interruptsthat behavior whileit
runs. Both behaviors primarily issue movement actions, so even if thereis sufficient brain
timeto mix inthelower priority 1tf_go_to_interesting_place behavior, it would only
advance to attempting to issue its next movement action before being suspended because
of aresource conflict with the movement actionsof 1tf_play_in_interesting_places.
Theltf_play_in_interesting_places behavior has await_for goa asitslast step.

2More precisely, it is its behavior that encodes the demon. Ltf_play_in_interesting places isa
normal goal, with asingle sequentia behavior. Thefirst step of the behavior isawait step with a success test
that encodes thefiring condition of the demon. Thelater steps of the behavior express the body of the demon.
Thisstructureis described in Sections 4.8.1 and 4.14.2. Because explicitly describing this structure for every
demon goal would quickly become tedious, when agoal’s only behavior has this structure, | will describe it
as ademon by way of shorthand.
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This introduces a delay in the stream of movement actions it issues to allow the 1tf_go_
to_interesting place behavior to move away from the current location. This pause is
important because 1tf_play_in_interesting_places iS marked persistent, and SO
it resetswhen it isdone, ready to issue new movement actionsif Wolf isin an “interesting”
place. If there were no pause it would play in the same “interesting” place for the duration
of the game.

Whileleading, thelast goal of the behavior, monitor_follower, periodically monitors
to make sure that the follower is keeping up. The information it provides about how well
the follower is keeping up is used by the fourth goal, change_speeds to adjust the speed
with which Wolf leads. In addition, when the monitor_follower behavior notices that
the follower is not keeping up, it pauses Wolf’s leading movements and issues actions to
show Wolf’simpatience.

The basic structure of themonitor_follower behavior isgivenin Figure 7.4. Every
time the behavior runs, it starts by glancing toward the follower, line (5). The second step
of the behavior, in lines (6)—7), isawait step. If the follower keeps up, the behavior will
do nothing more. If it falls behind, the success test associated with the wait step will fire
when the follower gets a certain distance away from Wolf, and the rest of the behavior
will execute. The next step, in line (8), then records when the follower fell behind using a
mental action to record the current timein alocal variable.

The next stepisthegoal 1tf_wait_to_catch_upinline(9). In addition to executing,
thisgoal conflictswith all of the actionsthat cause physical action. Asshown in Figure7.3,
line(21), themonitor_follower goal isannotated withapriority_modifier of 5, caus-
ing it to be higher priority than any of the action-producing goals of the lead behavior. This
higher priority isinherited by 1tf_wait_to_catch_up and combineswith the conflictsto
cause Wolf to stop its leading movements if it ever gets to this point in the behavior. (If a
higher priority goal, such as one to run away, causes movement, it would take precedence
over the conflicting 1tf_wait_to_catch_up goa and the movement would happen.)

In addition to stopping Wolf’sleading and other movement that is not high priority, Wolf
continues to execute the1tf _wait_to_catch_up behavior, givenin lines (15)—(21). The
behavior first causes Wolf to look at and track thefollower (using StartTrackWoggleEyes),
and then makes Wolf’s body its normal shape (using Squash with asguash value of 0). He
then executes the goal 1tf_continually monitor_progress Of the follower. This goal
has a success test, line (20), that causes it to succeed if the follower catches up by coming
near to Wolf. Until that happens it performs an infinite loop (caused by the persistent
annotation on 1tf _monitor_progressinline (23)) of thegoals1tf_wait_for_guy and
1tf_look_around in sequence, lines (24)—«26). Ltf _wait_for_guy causes Wolf to look
at the follower while performing movementsthat show hisimpatience. Ltf_look_around
randomly looks around the world. While this behavior is going on, the context condition
that applies to the 1tf_wait_to_catch_up behavior, line (16), is being continuously
evaluated. If too much time elapses, it fires causing the behavior to fail. This failure
causes cascading effects, resulting in the entire lead_the_follower behavior and goal
failing. Thiscontext conditionand enclosing behavior iswhat recognizesafollower quitting
prematurely, playing badly (in Wolf’s opinion), or never starting to play in the first place.



7.2. Main Activities and Their Expression as Behaviors 103
(sequential production monitor_follower (guy) (1)
(locals (time_fell_behind 0) (2
(i 0) (3
(delay_to next monitor 0)) 4
(subgoal glance_at $$guy) (5
;; wait for himto fall behind
(with (success_test $$guyistoo far away from me) (6)
(wait)) (7
;; wait for himto catch up
(mental_act "$$time fell behind = simtime();")) (8)
(subgoal 1tf wait_to_catch_up guy $$time fell behind) 9
;; if he catches up, ...
;; remember how long it took himin case you want to change your speed
(mental_act $$1tf_lag time = now - $$time fell behind) (10)
(subgoal glance_at $$guy) (11)
;; delay until next monitor —amount of delay based on emotion
(mental_act "$$i = intensity of aggression toward follower') (12)
(mental_act "$$delay to next monitor = 1000 + 9000 * $$i/10") (13)
(subgoal wait_for $$delay_tomnext monitor)) (14)
(sequential production 1tf wait_to_catch_up (guy start_wait_time) (15)
(context_condition timeisbefore start_ wait_time+ FTL_CATCHUP_TIME) (16)
(act "StartTrackWoggleEyes' guy) (17)
(act '"Squash" 0 100) (18)
(with (prioritymodifier 40) (19)
(success_test $$guy isnear me again) (20)
(subgoal 1tf_continuallymonitor_progress guy))) (21)
(sequential production 1tf_continuallymonitor_progress (guy) (22)
(with persistent (subgoal 1tf monitor_progress guy))) (23)
(sequential production 1tf monitor_progress (guy) (24)
(subgoal 1tf wait_for_guy guy) (25)
(subgoal 1tf_look_around)) (26)

FIGURE 7.4: Basic structure of Itf_monitor_follower for lead_the_follower.
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do_blink gang up_on_fight sleep
lead_for_time threaten_other sigh

get_follower stay_in_view mope

1tf wait_to_catch_up puff run_away
goto_screen bash look_around nervously
watch_person_behind_screen dance_on_pedestals raw_hey

goto_perch jump_through _chute hey
watch_a_woggle until_its_boring copy_squashes go_to_woggle
wander_explore copy-_jumps goto_region
release_your_aggression catch_up sad_goto
threaten_for_fun follow_the_leader scared_goto_region
threaten_when_threatened goto_bed

FIGURE 7.5: Main Action-producing Behaviors in Wolf

At thispoint in the behavior there is arace between the follower catching up and triggering
thesuccesstest associated with1tf_continually_monitor_progress,line(20), causing
the behavior to succeed, and it taking too long for the follower to catch up and the behavior
failing, causing the lead_the_follower behavior itself to fail.

If the follower catches up, thisisthe last step inthe1tf_wait_to_catch_up, SO the
behavior and goal succeed, and the conflict with movement goalsis automatically removed
by Hap. This alows the movement behaviors of leading to continue when they are next
processed. First however, the monitor behavior continues executing because it is higher
priority. The next step of monitor_follower, in line (11), causes Wolf to glance toward
the follower. The behavior then computes in lines (12)—(13) how long it will wait until
checking again to see if the follower has lagged behind. Thistimeis computed as a linear
interpolation between 1 and 10 seconds based on how aggressive Wolf isfeeling toward the
follower (by referencing his aggressive toward behaviora features). If he is not feeling
aggressive, he will wait only a second between monitoring, paying more attention and
perhaps waiting for the follower more. If he is feeling maximally aggressive he will wait
10 seconds between monitoring, perhaps getting far ahead of the follower before noticing.
The computed delay is caused by the last wait_for goal in line (14) of the behavior. The
behavior succeeds and restarts from the beginning after this step because the invoking goal
ismarked (persistent when_succeeds).

In addition to blink_every___or_so and lead_the_follower, WoIf has several
other recognizable action-producing behaviors. The full list of Wolf’s main action-
producing behaviorsisgivenin Figure 7.5. Wolf has agreat many more behaviorsthan are
listed here, but other behaviors are either not action-producing (these are described below),
or they are behaviors subsidiary to the ones listed in Figure 7.5 that do not seem distinct
enough to warrant independent mention. Taken together, all of these behaviors provide
much of the knowledge for Wolf to engage in the activitieslisted in Figure 7.1. Thelisted
behaviors are not presented in any particular order. Some of them have been described in
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detail previoudy, but | describe each briefly here to give an understanding of the range of
behaviors Wolf engagesin.

e do_blink, lead_for_time, get_follower and 1tf_wait_to_catch_up are al
described in detail previoudy in this section. Do_blink causes Wolf to blink. Lead_
for_time isthe behavior that leads in a game of follow-the-leader. Get follower
invites another Woggle to play, and 1tf_wait_to_catch_up causes Wolf to wait,
and express this waiting through impatient movements, when he notices that his
follower has fallen behind.

e goto_screen and watch_person_behind_screen both treat the screen as if it
is a glass wall between the Woggles world and the rea world. Goto_screen
causes Wolf to move to spots in the world that look like he is near the glass.
Watch_person_behind_screen uses information from attached sonar sensors to
allow Wolf to look at the person in front of the computer. Because of the implemen-
tation of the sonar sensors, this behavior only works when thereisasingle personin
front of the screen.

e goto_perch causes Wolf to go to one of the places from which he likes to watch
things.

e watch_a_woggle_until_its_boring causesWolf to watch achosen Wogglefor a
while.

e wander_explore causes Wolf to explore the Woggle world, paying particular atten-
tion to edges and cornersin the world.

e release_your_aggressionisabehavior that isonly triggered when Wolf isfeeling
sufficiently aggressive. It then does physical behaviorsto release the aggression, by
either picking afight or dancing.

e threaten_for_fun, threaten_when_threatened and gang_up_on_fight are
the ways in which Wolf getsinto a fight. He initiates them for fun; if threatened, he
will threaten back; and when he sees a good fight in the world he may chooseto join
in.

e threaten_other isthe behavior that actually does the fighting. It coordinates the
next three behaviorsto try to be intimidating to the one he is threatening.

e stay_in_view, puff and bash are behaviors that are used by Wolf to perform his
threaten behavior. stay_in_view USes aggressive movements, e.g. put actionswith
short duration, to stay close to the chosen Woggleand initsface. puff wasdescribed
in Section 5.2 and pictured in Figure 5.3. It is a movement in which Wolf changes
his body radii to appear bigger from the front (somewhat like a cobra spreading its
hood). bash isthe same movement as a puff, whilealso leaning in toward the Woggle
to appear more intimidating.




106

Chapter 7. Constructed Agents

dance_on_pedestals performsasomewhat stylized dance on the five pedestalsin
the lower right of the world (Figure 3.1) by jumping from pedestal to pedestal and

spinning.

jump_through_chute causes Wolf to jump in the chute, much asachild might slide
on a playground dide.

copy_squashes, copy_jumps and catch_up are al behaviors of follow_the_
leader used when Wolf is following the User or other Woggle in a game of follow-
the-leader. copy_squashes and copy_jumps both try to duplicate the movements
of the leader Woggle, and catch_up causes Wolf to take short-cutsto catch up when
he has fallen behind the |eader.

goto_bed picksabed and goesto it to sleep. Wolf picks one of the two bed rocks (in
thelower left corner of theworld Figure3.1) arbitrarily. Other agentspick differently,
for example Shrimp tries to pick one that his friend is sleeping on and avoids ones
that Woggles heis afraid of are on.

sleep isthe behavior that causes Wolf to deep. He closes his eyes, doesn’t move
and “breathes’ (by squashing slowly up and down).

sigh performstwo sow squashesin sequence to look like Wolf is sadly breathing.

mope causes Wolf to move to a random place in the world in a sad manner (see
sad_goto below) and then sit there and sigh until heisn’'t sad anymore.

run_away iSonly performed when Wolf is really scared of some other Woggle. He
then moves away from them quickly while looking back at them repeatedly in a
nervous way.

look_around_nervously cause Wolf tolook around in anervousway. He doesthis
by darting his eyes quickly around at a number of spots.

raw_hey isa stylized body motion that is taken in the Woggle culture as a greeting,
part of an invitation, or to mean “let's stop playing” depending on the context.
These are each described in the description of recognize_and_interpret_hey
below. It and hey below were mentioned previoudly in this section as part of Wolf’s
get_follower behavior. The movement itself isasquash up of around 1.5 timesthe
Woggle's original height with duration of around a third of a second, followed by a
sguash back to normal with the same third of a second duration.

hey isthe behavior that is most often used to perform ahey. It moves to the target of
the hey, movesin front of it at a comfortable socia distance and does araw_hey.

go_to_woggle, goto_region, sad_goto and scared_goto_regionareall behav-
iors that enable Wolf to move around in the World. go_to_woggle causes Wolf to
move toward a target Woggle when it stays still or moves independently. The other




7.3. Composite Sensing Behaviors 107

recognize_threaten
monitor_follower
recognize_and_interpret_hey
fear_being hurt_distance_demon
recognize falling behind
recognize_and_remember_jumps
recognize_and _remember_puts
recognize_and _remember_squashes

FIGURE 7.6: Composite Sensing Behaviors in Wolf

three behaviors all cause the movement to a non-moving region. The sad and scared
variations cause the movement to be colored by those emotions. Sad_goto isslower,
uses smaller jumps, and has sigh goals intermixed. Scared_goto_region CaUses
Wolf to move quickly, and inserts look_around_nervously actions in between
movements. All of these are varied in how fast they move (subject to their individual
biases) by how energetic Wolf isfeeling at the moment (see Section 7.6.2).

7.3 Composite Sensing Behaviors

In addition to the basic sensors provided by the domain (Chapter 3), Wolf has a number
of composite sensing behaviors that work with and enable the action-producing behaviors
described in the previous section.

A complete, detailed description of one of the more complex of these composite sensing
behaviors, recognize_threaten, iSgiven in Section 5.2, with the code for the behavior
given in Figure 5.4. The version used in Wolf is an earlier version of this sensor that
differsfrom thisdetailed description in that it takes two arguments, the potential victim and
potential aggressor and only recognizes threats that by the aggressor to the victim. Thus
Wolf must have a version of this recognizer for every pair of aggressor and victim that he
wants to monitor.

Thefull list of Wolf’s composite sensing behaviorsisgivenin Figure 7.6. The function
of each of these composite sensing behaviorsis described here.

e recognize_threaten recognizes when a Woggle is threatened by another. Threat-
ening isdone by moving within the Woggle's physical space and performing multiple
(3) fast movements or puffing at the Woggle.

This sensor isused by Wolf to recognize threats to himself for the above threaten_

when_threatened behavior and to recognize threats to others for the gang up_on_
fight behavior. Asdescribed below, it isalso used to generate emotionsin Wolf.

e monitor_follower iSacomposite sensor that isused by the1tf_do_fun_stuff of
lead_the_follower. Itisdescribed in detail in the previous section.
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e recognize_and_interpret_hey IS the behavior that recognizes the stylized hey

body motion (as performed by raw_hey). If this gesture is followed within two
seconds by the Wogglejumping directly away (plusor minus.1 radians), the behavior
categorizes the gesture as an invitation to play, and otherwise categorizes it as a
greeting.

In addition to recognizing the gesture, and as a product of the recognition process,
recognize_and_interpret_hey causes certain actionsto show Wolf’sthinking as
heisrecognizing or partially recognizing these events. When the behavior recognizes
amotion that looks like the first squash of a hey gesture, it issuesa StartTrackWog-
gleEyes action causing Wolf to look at the potentially heying Woggle. When a hey
is recognized, the behavior issues araw_hey subgoal causing Wolf to acknowledge
the hey by heying back.

In addition to the social interaction of greeting each other, a recognized invitation
enablesthe follow_the_leader behavior. Also, agreeting by the leader in agame
of follow-the-leader to the follower is interpreted as the leader wanting to end the
game.

fear_being_hurt_distance_demon recognizes when an agent moves nearby that
Wolf does not like (that Wolf has a negative valued like relationship with). It then
causes raw fear of that agent because of the dont_be_hurt passive goal. (Thisfear
isnormally suppressed in Wolf, as described in Section 7.6.2, unlessit becomesvery
intense.)

recognize_falling_behind, recognize_and_remember_jumps, recognize_

and_remember_puts and recognize_and_remember_squashes are all composite
sensors used by the follow_the_leader behavior. Recognize_falling_behind
is active whenever Wolf is following in a game, and it recognizes when he gets be-
hind. Thistriggersthe catch_up behavior and causes emotional reactions (see Sec-
tion 7.6.1). Recognize_and_remember_jumps, recognize_and_remember_puts
and recognize_and_remember_squashes areall used to remember the actionsthat
the leader performs. The remembered Jump, Put and Squash actions are used by
the copy_jumps and copy_squashes behaviors. Both Put and Jump actions are
copied as Jump actionsin follow_the_leader.
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handle_goal_success
handle_goal _failure
em_decay

FIGURE 7.7: Emotion processing behaviors
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FIGURE 7.8: Wolf’'s Initial Active Behavior Tree

7.4 Emotion Support Behaviors

The last category of behaviors in Wolf are emotional processing behaviors. These
behaviors perform much of the automatic processing of emotions in Wolf. They are listed
in Figure 7.7, and are described in more detail in Section 6.6.

e Handle_goal_successandhandle_goal_failurearebehaviorsthat processgoal
successes and failures of Hap goals that have been annotated as important. Handle_
goal_success creates happiness and gratitude emotional data structures, and
handle goal failure creates structuresfor sadness and anger .

e Em_decay causes Wolf’s emotional data structures to decay (back to neutral values)
over time. Emotions that have fully decayed (to zero) are removed.

The automatic combination of emotions and mapping to behavior features, as described
in Chapter 6, are performed as part of these three computations.

7.5 Organization of Behaviors

The behaviorsdescribed above are organized by the structure of Wolf’s active behavior tree.
Initially Wolf’s ABT has three top level goals as shown in Figure 7.8. The initialize
goadl is highest priority of the three and is marked as conflicting with the other two, so it
executes alone to completion before any other goals execute. It sets the initial physical
parameters of the Woggle as well as initializing some needed internal state.

After initialize succeedsandtheother twotop-level goalsare expanded, thestructure
of the ABT isasshownin Figure7.9. The two behaviors are concurrent behaviorsand all of
their steps are marked persistent. Also, neither of thetwo root goalsor their behaviorshave
reactive annotations. Thus, after the ABT is expanded to this point none of these nodes
will be removed. The ABT will expand as Wolf pursues these goals, and contract back
to this point as those goals succeed or fail. By grouping these goals under the otherwise
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FIGURE 7.9: Example Active Behavior Tree

unnecessary root goals, rather than placing each of these persistent steps at the root, the
conflicts between and relative priority orderings of the groups can be more easily specified,
asisthe case with these groupsand the initialize goa described above.

As shown in Figure 7.9, Wolf’s stable portion of the ABT has 20 constant leaf goals.
These goals are the goalsfrom which all of Wolf’sactivity arises. For the remainder of this
chapter, | will refer to these goals as Wolf’s effective top-level goals.

The bottom nine of these goals are al instances of three composite sensors described
previously, recognize_and_interpret_hey, fear_being_hurt_distance_demonand
recognize_threaten. Each of these composite sensing behaviors is instantiated with
specific arguments that define what they sense. Wolf has arecognize and_interpret_
hey goa to recognize hey gestures from both the User and Bear. Similarly, he has a
fear being hurt_distance demon for both the User and Bear. He doesn’t have one of
either of these sensors for Shrimp, because the personality envisioned for Wolf doesn’'t
think much of Shrimp; he ssimply is never afraid of Shrimp and never acknowledges any
interaction that Shrimp initiates. He does, however, sometimes initiate interaction with
Shrimp both by starting a game with Shrimp or by threatening him. Similarly he has two
recognize_threaten goals to recognize threats to himself from the User or Bear. He
doesn’'t recognize any threats to himself by Shrimp. He also has three goals to recognize
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blink every__or_so:
follow_the_leader:
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sleep
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look_around nervously
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handle_goal_success
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FIGURE 7.10: Behaviors organized by Wolf’s effective top-level goals
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threats to others (for potential ganging up on): threats to Shrimp by Bear or the User, and
threatsto the User by Bear. Again, his personality’simage of Shrimpisthat either Shrimp
would never threaten anyone, or that such afight isn’t worthy of his attention, so he has no
Sensors to recognize threats by Shrimp to either the User or Bear.

While the bottom nine goals are directly instances of three of the behaviors described
in the previous section, the other goals are al present in Wolf’s ABT to organize the
behaviors previously described. The behaviors organized by each goal are presented in
Figure7.10. The only main behaviorsleft out of thislist are the general-purpose behaviors,
goto_region, go_to_woggle and hey. These behaviorsare used in multiple places when
the Woggle needs to go somewhere or greet another Woggle.
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One of these is chosen at a time for amuse_self

track_user_for_time: goto_screen

watch _person_behind_screen
watch_woggles_for_time: goto_perch

watch_a woggle until_its_boring
explore wander _for_time: wander_explore
lead_someone: lead _for_time

get_follower

1tf wait_to_catch_up

monitor_follower
release_your_aggression: threaten_for_fun

threaten_other

stay_in_view

puff

bash

dance_on_pedestals
do_the_chute: jump_through_chute
dance_on_pedestals_for_time: dance_on_pedestals

FIGURE 7.11: Seven goals chosen among as Wolf’s way of amusing himself and the
behaviorsthat they each organize.

Amuse_self isthe only goa in Wolf’s effective top-level that has yet to be described.
When amuse_self is chosen to be executed in Wolf, one of seven distinct behaviors is
chosen as the method for Wolf to amuse himself now. Each of these seven behaviors gives
rise to a single goal that then is similar to the effective top-level goals in that its purpose
is to structure and organize the main behaviors described in the earlier sections. The set
of seven goalsthat arise for amuse_self and the behaviorsthat they organize are listed in
Figure7.11.

7.5.1 Demonsand Enabling Conditions

With the exception of amuse_self, the rest of the goals in Wolf’s effective top-level
are demons with various enabling conditions. (Composite sensors can be thought of as
demons that when triggered give rise to some set of other demons to recognize/verify
further, together with mental and physical actions that respond to the recognition or partial
recognition thusfar.) These demonsremain dormant until their enabling condition becomes
true, and then the rest of the behavior is available to be executed. The enabling conditions
of each of the demonsis given in Figure 7.12. Thisfigure also gives the priority for each
of Wolf’s effective top-level goals. Remember that these goals are pursued concurrently
because of the structure of the ABT.

Each enabling condition for the demons is encoded by building a sequential behavior
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| Effective Top-level Goal | Priority | Enabling condition (if demon) |
amuse_self 1000
blink_every___or_so 10000 | 2-8 seconds (chosen randomly)
elapsed since last blink
follow_the_leader 2000 | invited within last 2 seconds and
$3$if_invited then_play istrue
rest_if tired 7000 | energy <=1and
$$if_tired_then_rest istrue
react_to_glum_demon 3000 | act_glum >=3and
$3$if_glum_then_mopeistrue
react_to_aarmed 9500 | act_alarmed_by X >3 and
$$if_alarmed_then_run istrue
gang_up_on_demon 6000 | recognized athreat inthelast 1.5

seconds that was not by me or

toward me or toward bear and
$3$if_other_threat_then_gang_up istrue
and act_aggressive > 2
react_to_threaten 9000 | recognized athreat inthelast 1.5
seconds toward me, that was not by
bear and if threat_then_react istrue

handle_goal _success demon 11000 | important Hap goa succeeded and
has not been processed
handle_goal failure_demon 11000 | important Hap goal failed and
has not been processed
em_decay_demon 1 | one second elapsed since last decay
recognize_and_interpret_hey $$user 2000 | see Section 7.3
recognize_and_interpret_hey $$bear 2000 | see Section 7.3

fear_being_hurt_distance_demon $$user 4000 | see Section 7.3
fear_being_hurt_distance_demon $$bear 4000 | see Section 7.3

recognize_threaten $$user $$me 8000 | see Section7.3
recogni ze_threaten $$bear $$me 8000 | see Section7.3
recognize_threaten $$bear $$shrimp 5000 | see Section7.3
recogni ze_threaten $$bear $Suser 5000 | see Section7.3
recognize_threaten $$user $$shrimp 5000 | see Section7.3

FIGURE 7.12: Prioritiesfor all of Wolf’s effective top-level goals, and enabling conditions
for the demons.
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for the goal with two or more steps. The first step is a wait step with an associated
success_test that encodes the appropriate condition given in Figure 7.12. The second
(and later) steps of the behavior encode the action(s) or behavior that Wolf engagesin when
the enabling condition istrue. These stepsand their subsidiary behaviors, goalsand actions
organizethe partsfor thegoal that arelisted in Figure 7.10. Each of the enabling conditions
isdescribed in turn here.

e blink_every___or_so Thebehavior for thisgoal randomly chooses afixed number
between 2 and 8 and records the current time. When the chosen number of seconds
have elapsed from the recorded time, the condition becomestrue. When the behavior
finishes, the goal isreset (because it is marked persistent) and the same behavior
executes resulting in a periodic blinking with between 2 and 8 seconds between
blinks.

e follow_the_leader Thebehavior for thisgoal proceedswhen Wolf has recognized
an invitation to him within the last two seconds. Such an invitation is recognized and
recorded by the recognize_and_interpret_hey_sensor. The global variable
$$if_invited_then_play must also be true. This variable is true by default,
and is temporarily set to false by 1ead_the_follower when it is executing. This
prevents Wolf from accepting an invitationto play, when it would interrupt aperfectly
good game he was aready leading. It is aso set to false for the duration of a
dance_on_pedestals behavior.

e rest_if_tired isenabled when Wolf’senergy? is1 or lower.

e react_to_glum_demon iS enabled when Wolf’s act_glum behavioral feature has
intensity three or greater. The variable $$if_glum_then_mope must aso be true.
Thisvariableistemporarily set to falseduring lead_the_follower to prevent Wolf
from moping during a game.

e react_to_alarmed isenabled when Wolf has an act_alarmed toward behavioral
feature with ahighintensity (intensity 4 or greater), and thevariable $$if alarmed_
then run istrue. This variable is temporarily set to false by the rest behavior.
The direction of the act_alar med towar d featureis used by the resulting behavior to
know what to act afraid of.

e gang_up_on_demon IS enabled when Wolf has an act_aggressive behavioral fea-
ture with (intensity 3 or more), and has recognized a threat within the last 1.5
seconds that was performed by another Woggle and was directed at someone other
than Wolf or Bear. (The threat recognition is done concurrently by one of his
recognize_threaten goas and behaviors) The variable $$if _other_threat_
then_gang up must also be true. Itistemporarily set to false during the 1ead_the_
follower and dance_on_pedestals behaviors.

SEnergy isdescribed in Section 7.6.2.
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e react_to_threaten isS enabled whenever Wolf has recognized a threat within the
last 1.5 seconds, directed at him, that was not performed by Bear. (The threat
recognition is done by one of hisrecognize_threaten goals and behaviors.) The
variable $$if_threat_then_react must also betrue. It istemporarily set to false
during Wolf’s gang_up_on behavior so that he doesn’t interrupt one good fight for
another.

e handle_goal_success_demon IS triggered whenever any Hap goal succeeds that
has been annotated as important (as described in the emotion chapter). The goalsin
Wolf that are annotated as important are described in Section 7.6.1.

e handle_goal_failure_demon is triggered whenever any Hap goal fails that has
been annotated as important.

e em_decay_demon iStriggered when one second has elapsed since the last decay.

Global variables are consulted in a number of the enabling conditions to allow lower-
priority behaviors to suspend higher-priority behaviors. This is complementary to Hap's
conflict mechanism in which higher priority goals suspend conflicting lower-priority goas
and actions. This use of global variables alows an artist to encode shades of behavior in
Wolf. For example, normally when Wolf becomes really scared, running away seems like
the only thing on his mind, but when he has already decided to go to deep, and is perhaps
trudging toward the bed, he doesn’t run away no matter what agents do to try to make him
run away; he istoo groggy to pay attention to such things.

The amuse_self goa is the only one without an enabling condition. Thus, if none
of the enabling conditions becomes true, this goal is the only one that would be pursued.
When one of the enabling conditions becomes true, which is pursued first is dependent on
the relative priorities of the amuse_self goal and the goals arising from the firing of the
demon. (Remember that priorities are inherited, so the steps of the behavior will have the
same priority as the effective top-level goal that givesrise to it unless it is annotated by a
priority modifier. The priority modifiersin Wolf are described below.)

If the priority of the goals arising from the firing of the demon are lower than those
arisingfromtheamuse_self goal, then they will only be pursued when thereis computation
time left over in Hap, for example when the chosen amuse_self behavior has just issued
an action or encountered await step, and doesn’t have other concurrent activitiesto pursue.
During these pauses, the enabled behavior will be executed. An exception to thisisif the
enabled goals conflict with the goals executing in pursuit of amuse_self. Inthat case the
enabled behavior and goals will not execute until the conflicting goal finishes. In Wolf,
only em_decay_demon islower priority than amuse_self. (I discuss goal conflictsbelow.)

If the priority of the firing demon is higher than amuse_self and all of its expanded
subgoals, then it isimmediately pursued. If thereis a conflict with an executing action or
god in the already executing, but lower priority, amuse_self behavior, then that action
or goal is suspended until the conflicting goal in the demon finishes. In Wolf, al of the
demons are higher priority than amuse_self except for em_decay_demon.
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When one or more of the enabling conditions have fired, and its behavior is in the
process of being executed, it isin the same position asamuse_self indeciding whichisthe
main line of action and whichismixed in astimeallows. If any of the executing behaviors
or the actions they give rise to conflict, then the higher priority one has precedence.

75.2 Priorities

Wolf’s top-level priority structure is given in Figure 7.12. This structure divides Wolf’s
activities into distinct levels with different priorities. The support behaviors that generate
emotion from goal success and failure are at the highest level, followed by blinking and
reacting to alarm, and so on. Thus when external or internal conditions cause one of these
demonsto fire, whether it has precedence depends on whereit fallsin thisordering relative
to the other active behaviors.

Priority modifiers can change this ordering. This occursin Wolf whenever he executes
ado_the_chute behavior. This behavior adds a priority modifier of 20000 to its subgoal
jump_through_chute. This goal causes the series of motions that move Wolf into the
chute opening, down into the chute, to the output side of the chute and out into the world
again. With a priority modifier of 20000 it becomes the highest priority action in Wolf
regardless of whether it arises as part of follow_the_leader (priority 2000), as part of
react_to_alarmed (priority 9500), or as part of some other behavior.

Most of the priority modifiers in Wolf make more local changes to priority. An ex-
ample of such alocal priority modifier is shown in the code for 1tf_do_fun_stuff (in
Figure 7.3), wheremonitor_follower iS given a priority modifier of 5 allowing it to be
given precedence over the other parts of the behavior, but not modifying how the behavior
asawholeis scheduled relative to the other activities being pursued by Wolf.

7.5.3 Conflicts

Wolf has 49 pairsof conflicts. Each pair markstwo goalsor agoal and action as conflicting,
and Hap only allows one of them to execute at a time. As described previoudly, these
are in addition to action resource conflicts which are also automatically managed by Hap;
two actions which use the same body resources cannot execute at the same time. Wolf’s
set of conflicts are best described in groups. As already mentioned, initialize conflicts
with both set_up_emotion_demons and set_up_top_level_demons alowing it to run
to completion before these are pursued.

There are 21 conflicts pairs that together cause only one of these seven activities to
be pursued at atime: amuse_self, and the activities enabled by the firing of the demons
follow_the_leader, rest_if tired, react_to_glum_demon, reaction_to_alarmed,
gang up_on_demon and react_to_threaten. Each of these demonshasasinglegoal after
the wait step that encodes the enabling condition. The behavior for that goal organizes
al of the activity when the demon fires, and all permutations of these goal hames and
amuse_self areincluded in Wolf’s conflict list.
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Another group of conflictsensuresthat Wolf doesn’t movewhilewaiting for thefollower
to catch up when leading in agame of follow-the-leader. Thisis done by including conflict
pairs of 1tf_wait_to_catch_up with appropriate movement actions and goals. (Of
course, if those actions or goals are in service to higher priority goals, they will have
precedence and the1tf_wait_to_catch_up will beinterrupted.)

Similarly there are conflict pairs to prevent Wolf from moving when waiting for the
second half of a hey gesture. The goal that recognizes the second half is marked as
conflicting with the movement actions. Thus, only high priority movement actions will
take his attention away from a greeting once it is captured by the first half of the gesture.
When the first part is recognized, Wolf also looks toward the Woggle that might be heying
him. The restriction caused by the conflict is short-lived because to be a hey gesture the
second part must quickly follow the first. After looking (and stopping movement, if the
movement was by alower priority goal), the recognizer will either completetherecognition,
or abort and reset within a short time.

Finally, thelong-term movement goalssuch as go _to_woggle conflict with themselves
to prevent Wolf from trying to go to two places at once.

7.6 Wolf'sEmotions

7.6.1 Important Goalsand Other Causes of Emotion

Wolf has a number of goal instances that are emotionally important to him. These goals
cause emotions when they arise and succeed, when they fail, and when they are judged by
Wolf to be likely to fail.

Many of the goals that immediately arise due to amuse_self are important to Wolf.
Explore_wander_for_time hasanimportancevalueof 3. Thusit givesriseto happiness
of intensity 3 when it succeeds and sadness of intensity 3 when it fails (by being interrupted
and timing out, for example). Lead_woggle_for_time has an importance of 5. In
addition to causing happiness or sadness thisgoal also causes gratitude or anger because
there is a behavior that places credit or blame on the follower when the goal succeeds
or falls. Dance_on_pedestals_for_time has an importance of 3 both when it arises
directly from amuse_self and when it arisesin service to release_your_aggression.
Threaten_for_fun has an importance of 2. Do_the_chute has an importance of 4.
Follow_the_leader also has an importance of 5 and, like lead_woggle_for_time,
creditsor blamesthe wogglethat is playing with Wolf for the success or failure, thus giving
rise to sadness and anger or happiness and gratitude.

Each of these goals describes a“complete” activity of relatively long duration. In order
for Wolf to feel emotions at partial success of these activities a number of the subgoal's of
these large behaviors are also annotated with importance values. For example, the goal
dance_a_bit,whichisnot listed, isasubgoal of dance_on_pedestals that isrepeatedly
executed to perform the dance. (For a complete dance it executes about 3 times.) In Wolf,
it isannotated with an importance of 1 so that Wolf feels alittle bit of happiness each time
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he performs a part of the dance. In this way, he can feel a bit of happiness repeatedly,
followed by more happinessif the dance completes as a whole or sadnessiif it fails after
SOMe SUCCESSES.

Similarly, copy_squashes and copy_jumps Of follow_the_leader are both anno-
tated with importance 1. And a subgoal of lead_woggle_for_time iS annotated with
importance 1.

The final annotation of importance in Wolf’s active goals is an importance value of 1
for the part of the hey behavior that recognizes the acknowledging hey. Thisisto capture
the happiness and gratitude or sadness and anger that accompanies social niceties.

In addition to these active goals that are annotated as important, Wolf has four impor-
tant passive goals. These are dont_be_hurt_dist with importance 2, dont_be_hurt_
threaten with importance 3, dont_be_threatened with importance 5 and dont _fall_
behind in ft1 with importance 1. Dont_be_hurt_dist gives rise to fear of a Wog-
gle when that Woggle is disiiked and moves too close. This is recognized by Wolf’s
fear being hurt_distance demonS. Dont_be_hurt_threaten givesriseto fear of a
Woggle that is threatening Wolf. Dont_be_threatened gives rise to anger and sad-
ness when another Woggle threatens Wolf. Both of these are recognized by Wolf’s
recognize_threaten behaviors.

Dont_fall_behind_in_ft1givesrisetoanger and sadnesswhen Wolf fallsbehind as
afollower in agame of follow-the-leader. Itisrecognized by Wolf’srecognize falling._
behind behavior.

7.6.2 Behavioral FeatureMap

Each of the generated emotions has an intensity that is the same as the importance of
the goal that givesrise to it. These emotions are automatically combined as described in
Section 6.4.3.

Wolf’s behavioral feature mapping is dightly more complicated than those described in
Section 6.4.3.

The method to compute them is to first compute temporary values for each. The act_
cheerful feature is given the value of Wolf’s happiness emotion summary. Act_glum
is given the value of his sadness emotion summary minus 3. These are because Wolf
envisioned personality tends to suppress his sadness and show happiness more. Act_
alarmed is equal to his fear summary minus 2 unless the raw value is above 7 in which
caseitistheraw value. Again, thisis because Wolf triesto suppress and not show hisfear.
The same computation isdonefor each of the act_alar med by featureswith their respective
fear of emotion summaries.

The envisioned personality for Wolf not only tries not to show fear, but also expresses
his fear as aggression. This is done, in part, by the way the act_aggressive feature is
computed. It takes the maximum value of Wolf’s anger emotion summary and his fear
emotion summary minus 1. Thus even if he is not feeling angry, he may have a high
act_aggressive feature value dueto hisfear. Act_aggressivetoward the User is computed
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in the same way using the anger toward the User emotion summary and fear of the User
emotion summary.

Wolf treats Shrimp as a scapegoat, so hisact_aggressive toward Shrimp featureis the
maximum of al of the possible act_aggressive towar d feature values for the User, Shrimp
and Bear if they were all computed as the User’s is. Because Wolf is wary of the much
larger Bear, hisact_aggressivetowar d Bear featureisaways zero. Any valuethat it might
get due to his anger toward Bear and fear of Bear can only show up transferred to his
act_aggressive toward Shrimp (if it is the largest).

After each of these temporary values are computed, the final values are computed by
choosing thefeature with the largest value of the act_cheerful, act_glum, act_alarmed and
act_aggressive features. Thisfeatureischosen as Wolf’s dominant emotion and the values
of all other features are reduced by 2/3 (i.e.,, multiplied by 1/3). The dominant feature
and any directed version of that feature (for example, act_alarmed by if act_alarmed is
the dominant feature) are not reduced. This was intended to make Wolf be more clearly
emotional by strongly showing one dominant emotion at atime. It also isintended to give
him more mood swings than using the temporary values directly would give. When he has
two strong emotions, one wins, with the other being greatly reduced in strength. Slight
changesin the balance between these raw emotions can cause large swingsin theexpression
of emotions as the dominant emotion switches between act_aggressive and act_alarmed,
for example.

Finally, Wolf has a notion of energy that is similar to emotions and behavioral features,
but different. Physical energy in Wolf is expressed as a number that is reduced by activity
and the passage of time, and increased by deeping. If physical energy were an emotion,
then ener gy would be the behavioral feature correspondent to it. In Wolf, its base valueis
hisphysical energy, but it isincreased by any happiness, fear and anger that heisfeeling,
and it is decreased by any sadness that heisfeeling. Physical energy isreduced over time
by the em_decay_demon that decays emotions. It isincreased by Wolf’s s1eep behavior,
and the ener gy feature is updated by Wolf’s behavioral feature map.

7.6.3 Emotional Expression

All of the behavioral features and emotions are available to any of Wolf’s conditions
(preconditions, context conditions and success tests) to enable him vary his behavior based
on hisemotional state. Asdescribed previoudly, these features and emotions play arolein
the enabling conditions of Wolf’s effective top-level goals. They are also used to choose
behaviorsfor goals that Wolf has already decided to pursue. For example, the behavior for
amuse_self that givesriseto release_your_aggression iSonly chosen when Wolf has
an act_aggressive toward feature with intensity 3 or greater. In that case, it chooses the
Woggle that Wolf is feeling most aggressive toward to direct the goal at. The threaten
behavior itself has asits precondition that Wolf’'sangry at emotion have anintensity greater
than 3. Thebehavior arisesdueto hisact_aggressivetoward feature, so itispossiblethat he
will start the preparation to threaten another Woggle for fun or gang up on another Woggle,
and by the time he gets there he might decide that he doesn’'t have it in him, because he
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wasn't feeling angry enough (his aggression might have come from fear instead of anger,
or his anger may have decayed since the behavior was triggered). The behavior and goal
would then fail, and Wolf would go on to something else.

Just as emotions can help trigger activities, they also are used to signal the end of
activities. When moping, for example, there is a success test around the main moping goal
that causesit to end if Wolf is no longer sad (if act_glum dropsto zero).

Also, Wolf’semotional state can have several indirect effects. For example, asdescribed
in the detailed description of Wolf’'s 1ead_the_follower behavior (Section 7.2), when
leading, the amount of attention Wolf pays to his follower in the game is determined
continuously by how aggressive heisfeeling toward him. Also, the ener gy feature, which
is a product of both physical energy and Wolf’s emotional state, influences many aspects
of hisbehavior, from how fast and high he jumps when moving around the world, to when
he deeps and when he wakes up. The emotional influence on this feature alows the User
(or other Woggl es) to make Wolf too excited to sleep by threatening him on hisway to bed.
The anger and fear temporarily raise his energy level, and it takes time for him to “settle
down” enough to again decide to go to bed.

7.7 Where'sthe Personality? — Everywhere

At the beginning of this chapter, | described the personality we weretrying to capture when
building Wolf. In the above description there have been many explicit choices that were
made to help capture this personality in interactive form, and | hope that these descriptions
give some idea of the process of building an interactive personality. Nevertheless, | have
not yet directly addressed the question of where we encoded Wolf’s personality in the
constructed agent.

The answer is— everywhere.

The content described in each of the areas above was all tailored for the expression
of Wolf’s personality. In the following sections | describe how the different areas were
tailored to express Wolf’spersonality. Thisdescriptionisillustrativerather than exhaustive,
because to describe al of the decisions would result in an oppressively large description,
and would duplicate much of the information already described.

7.7.1 Activities

The activities the Woggles engage in partially define the social context in which they exist.
Nevertheless, for a particular personality, the particular activities it engages in must only
be those which are appropriate to the personality. Wolf, being an aggressive, self-centered
character, does not have the activity of “cheer-up other”. Wolf participatesin all of the other
activities, but how and when he participates depends on and helps to reveal his personality.
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7.7.2 Existence of Behaviorsfor Action and Composite Sensing

While there is much overlap in the set of behaviors among all of the Woggles, Wolf
both includes behaviors appropriate to his personality that others don’t include, and omits
behaviors of others that are not appropriate for his personality. For example, Wolf is the
only agent that has a threaten_for_fun Or gang_up_on_fight behavior. The other
agents never express their amusement by picking afight, and their reactionsto fightsin the
world is quite different than Wolf’s. Where Wolf sees afight as an exciting opportunity, a
fight causes Bear to become sad and perhaps try to stop it. Observing afight for Shrimpis
acause of fear, and he will never become involved unless heisthe victim. Similarly, Wolf
does not include certain behaviors that would be foreign to his personality. For example,
he does not have behaviorsto recognize when a Woggle is moping, to cheer up asad friend,
or to invite the human user to participate in the world.* All of these would be too actively
friendly for Wolf’s personality. Where Bear or Shrimp might use their view of the world
outside the screen® for a dance to attract the attention of a person who isjust watching and
not participating, Wolf only uses thisinformation to stoically observe the person.

7.7.3 Expression of Behaviors

Even when Wolf has the same behaviors as the other Woggles there are often differences
in the details of his behaviors to express his personality. For example, in the goto_bed
behavior, Wolf randomly chooses which of the two resting rocks to sleep on without any
regard to other Woggles that might be sleeping there. Shrimp, in contrast, prefersresting
rocks on which his friends are sleeping, and avoids those that Woggles he doesn’t like are
on. These details can appear at all levels of Wolf’s behavior. For example, in the low-level
detailsof 1ead_the_follower,thetimebetween runsof themonitor_follower behavior
that isbased on how aggressive Wolf isfeeling toward the follower was designed to express
Wolf’s personality. It allows himto calloudly lead faster than hisfollower can keep up, and
then become angry when hisfollower cannot catch up.

7.7.4 Organization of Behaviors

Wolf’s effective top-level goals were chosen to express his personality. As already men-
tioned, the specific sensing goals that he has in his effective top-level are those that are
appropriate for his world view, namely that moping by a Woggle, threats from Shrimp,
greetings from Shrimp, etc. don’'t need to be recognized. Similarly, the choices of which
action-producing or emotion-producing effective top-level goals to include is based on
his personality. Wolf both has top-level goals that other Woggles don’'t have and explic-
itly excludes top-level goals that would be inappropriate for his personality. For exam-

4Using the sonar sensor, Shrimp and Bear can tell when there is a person observing the world but not
controlling the User Woggle. They then might engage in behavior to greet the person and entice him or her
to participate.

5Sonar sensors are used to give the location of the human observer or participant.
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ple, he is the only Woggle with gang_up_on_demon as a top-level goal, and he doesn’t
have the top-level goals of console_glum_friend_demon, greet_the_user_demon, Of
save_threatened_friend_demon.

The behaviors organized by Wolf’s effective top-level goas (listed Figure 7.10) were
also determined by the personality we were trying to build. For example, both Wolf and
Bear have the top-level goal react_to_threaten, but in Wolf this goal organizes the
aggressive behaviorsthreaten_when_threatened, threaten_other, €tC. In Bear, this
goal organizes a behavior that causes Bear to roll his eyes at the one threatening him. (This
behavior is not present in Wolf.) Similarly, the particular goals and behaviors that were
chosen as ways for Wolf to pursue his amuse_self goal were guided by his personality.

The priorities and enabling conditionslisted in Figure 7.12 were al so chosen to express
Wolf’s personality. Since he is an aggressive personality that doesn’t like to show fear
or sadness, his behaviors that recognize and express both fear and sadness have relatively
lower priorities. For example, hisgoal to react _to_glumhaspriority 3000 while Shrimp’s
has priority 6000. The enabling conditions were also similarly crafted. For example, his
threshold for running away when alarmed is much higher than Shrimp’s, and he doesn’'t
ever threaten Bear back (because he isintimidated by him) while al of the others react to
threats by any Woggle.

7.75 Wolf'sEmotions

All of the componentsfor specifying what Wolf feelsemotional about and how he expresses
those emotions are part of his personality. In general, goals that primarily generate fear
(because of behaviors in Wolf that infer likelihood of failure for them) were given lower
importances in Wolf than in other Woggles. Goals that generate anger were given higher
prioritiesby Wolf’sauthors. Asanother example, because Wolf likesto show off, the goals
for directly showing off, dance_on_pedestals anddo_the_chute, are moreimportant to
him than to the other Woggles. Wolf also has fewer goals to infer the likelihood of failure
to cause fear than Shrimp and more than Bear.

Wolf’s behavioral feature map is tailored to his personality as well. He is the only
Wogglethat suppresses fear, mapsfear to act_aggressive, and that tendsto act_aggressive
toward Shrimp whenever heisfeeling angry toward other Woggles.

7.8 Four Minuteswith Wolf

In Section 4.15 we' ve seen a description of Wolf’s execution that focuses on the details
of Hap's execution. Because of the detail, that description is necessarily of a very short
excerpt of behavior. In this section | want to convey some of the feeling of interacting
with Wolf for a longer period of time. This excerpt was taken from a run of the system
with a human user interacting with the Woggles and paying particular attention to Wolf.
The descriptionisless detailed than that of Section 4.15, but focuses on how the structures
described in this chapter combine to make awhole agent over timein an interaction.
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| Action | Frequency || Action | Frequency |

Jump 109 StartFaceWoggleEyes 19
Put 18 StartL ook Point 86
SquashDir 0 StartL ookWoggleEyes 0
Squash 66 StartTrackWoggleEyes 187
SquashHold 46 StopFace 80
SquashDirHold 22 StopL ook 137
SquashRelax 68 Say 0
Spin 35 ChangeBodyRadii 60
SpinTo 87 ChangeColor 0
SpinEyes 18 CloseEyes 36
SpinEyesTo 18 OpenEyes 66
ElevateEyes 18 StartTremble 0
ElevateEyesTo 18 StopTremble 0
StartFacePoint 27

FIGURE 7.13: Frequency of primitive actions performed by Wolf in four minute excerpt of
interaction.

The trace of the system for the four minutes of interaction is more than three megabytes
of data. (Tracing only Wolf’s Hap execution, but the actions and emotions of all four
Woggles. Wolf, Shrimp, Bear and the user-controlled Woggle.) Wolf executes 5042 goals,
actions and mental actions in those four minutes, many of them concurrently. There are
3423 actions executed by the four agents during this time. Wolf executes 1221 actions.
Figure 7.13 shows how many of each action is executed by Wolf. The actions are listed in
the order in which they are described in Chapter 3. Theaction Say isnot used at all because
this version of Wolf uses no natural language. The use of natural language in an agent is
described in the next chapter.

With thismuch activity, it isimpossible to give the same detail as given in the previous
short example in Section 4.15. At the start | will give more detail (although till less than
in the trace or previous detailed example). Toward the end | will give less detail, trusting
that the reader can fill in some of the details from the understanding of the previous trace
and the introduction of thistrace.

At thestart of thisexcerpt Wolf ispursuing hisamuse_self goa by jumping throughthe
chute. As heisflying through the air toward the chute, the time-based enabling condition
for em_decay_demon fires, his emotions are decayed and new values for his behavioral
features are computed. The Jump action is followed by a Put to the exit of the chute, and
another Jump out of the exit chute. The goal that causes these three actionsin sequence has
apriority modifier of 20000 that causes it to be higher priority than any other goal in Wolf.
It also conflictswith al of the movement-causing actions. Thusit will not be interrupted.

When helandsfromthe chute exit, hisamuse_self goal isagain chosen to be executed.
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This time he randomly chooses to pursue it by dancing on the pedestals. As heisdancing
on the pedestals, the User moves to where he is and triesto threaten him. Dancing on the
pedestals is a quick behavior with a lot of large movements, so it is hard to get close to
Wolf for long enough to perform a puff movement or three quick movements. Wolf jumps
away right before the User’sfirst attempt, and User threatensthe air. The User repositions
to where he thinks Wolf will jump next and puffs as Wolf is jumping through the air. This
threat isrecognized by Wolf, and causes the enabling conditionof hisreact_to_threaten
godl to fire. This behavior interruptsthe previous dance behavior and is marked to conflict
with it, so Wolf stops dancing and starts exchanging threats with the User. As he lands he
has already started threatening gesturesin the User’sdirection. He steps up the attack when
he is on the ground and can move closer and threaten directly in the User’s physical space.

AsWolf isthreatening the User, Bear notices that one of his friends (the User) isbeing
threatened and responds by trying to save his friend and break up the fight. (These are
Bear's recognize_threaten and save behaviors) He does this by positioning himself
between the User and Wolf and threatening Wolf. The User continuesto attack for awhile
and then stops to watch.

The initia threaten by the User and subsequent threatens by the User and Bear are
recognized by Wolf’srecognize_threaten Sensorsand generatefear, sadnessand anger .
Sadnessand anger are caused by thefailureof Wolf’spassivegoal dont _be_threatened,
andtheanger isdirected at the Woggle doing the threatening. The anger isdirectly mapped
into act_aggressive towar d that Woggle. Fear is caused by Wolf’sbelieving that he might
be hurt; the evidence that he hasis that he is being threatened currently. Thisis expressed
by Wolf inferring that his passive goal dont_be_hurt_threaten is likely to fail. This
causes two fear of emotion that are directed toward the two Woggles that are threatening
him. At this point, the combined fear (summary) from the threats is less intense than 7,
so it is mapped to act_aggressive by Wolf’s behavioral feature map, and he is expressing
mostly aggression at this point. Wolf continues to threaten the User, and Bear continuesto
threaten Wolf and position himself between Wolf and the User.

WhenWolf’sreact _to_threatencompletes, thedemon that enabled it completes, and
itsparent goal resets. The demon behavior isagain placedinthetreeasthechild of thisgoal,
but it doesn’t fire again because the only one who is currently threatening Wolf is Bear, and
Wolf’s enabling condition for this behavior explicitly excludes Bear. (Wolf’s envisioned
personality isintimidated by Bear and doesn’t try to confront him unless necessary.)

This allows Wolf's amuse_self goal to be pursued. Because his act_aggressive be-
havioral feature has a large value, he chooses to pursue amuse_self with the goal and
behavior release_aggression. This behavior is pursued with an argument directing it
toward one of the Woggles that Wolf is feeling most aggressive toward. At this moment,
Wolf ismost angry at Bear and Shrimp, Bear directly because he has been threatening him,
and Shrimp because of the way Wolf’s behavioral feature map works. He always feels as
aggressive toward Shrimp as the maximum level of aggression he feels toward any other
Woggle. The behavior randomly chooses Shrimp from the two choices, and Wolf heads
off todoathreaten_for_fun toward Shrimp. The processing time between finishing his
react_to_threaten goa and heading off to threaten Shrimp for fun is 100 milliseconds,
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S0 it looks nearly instantaneous.

Bear continues to position himself between Wolf and the User until Wolf moves away,
and hissave_friend goal succeeds. Wolf quickly (acouple of seconds) arrives at Shrimp
and starts threatening him. Bear notices the threatening, and moves to save Shrimp, who
isalso hisfriend. Wolf continuesthe threaten_for_fun behavior, trying to stay close to
Shrimp and perform threatening movements as Shrimp runs away and Bear gets between
Shrimp and Wolf.

As this continues, Wolf’s level of total fear isrising due to the continued threats from
Bear. Eventually the intensity of this summary is greater than 7. Wolf’s behavioral feature
map then makes a large change. Fear is no longer reduced by 2 in the mapping, and
it is directly mapped to act_alarmed by instead of act_aggressive toward. Suddenly
Wolf has a large intensity act_alarmed behavioral feature and a much less intense act
aggressive behavioral feature. (The act_aggressive feature is lower because act_alarmed
now dominatesand all other behavioral featuresarereduced by 2/3.) Thislargeact_alarmed
feature causes the enabling conditionfor react _to_alarmed to fire. Thisbehavior causes
Wolf to pursue his run_away behavior.

AsWolf runsaway, thereareno more causes of fear and the automatic decay of emotions
continue decreasing his fear, anger and sadness. The run_away behavior takes about 25
seconds to execute. Wolf runs away from Bear during this time, occasionally pausing to
executehislook_around_nervously behavior ashegoes. When hefinisheshisrun_away
behavior, hisfear intensity is below 7 and the normal suppression and mapping of fear to
act_aggressive takes place in his behavioral feature map. Amuse_self is again chosen,
and because heisstill feeling sufficiently aggressive, release_your_aggressionisagan
chosen as the method for amusing himself. In this case, however, he randomly chooses
dance_on_pedestalsinstead of threaten_for_fun. Hejumpsover to the pedestals and
starts to dance.

During all of this time, Wolf’s physical energy has been decaying. (As mentioned
above, it is reduced over time at the same time emotions are decayed, and it is in-
creased by the deeping behavior.) His behaviora feature for energy is a combination
of physical_energy and the intensity of his emotions, which have also been decaying.
While heisdancing, hisener gy behavioral feature drops below the threshold recognized by
the enabling condition of rest_if_tired. This behavior starts, and Wolf starts jumping
toward theresting rocks. He chooses an empty rock (the other one holding as eeping Bear),
and goes to sleep by closing his eyes and “breathing” slowly (executing appropriate slow
Squash actions). In addition to the “breathing” movements, his s1leep behavior increases
his physical energy periodically asit executes. If his sleep is interrupted he only gets the
increase in physical energy gained up to that point.

At this point about two and a half minutes have elapsed since the start of the excerpt.

When Wolf wakes up, none of his demons fires and he pursues his amuse_self goal
twiceinarow. First he jumps through the chute, which is alarge and energetic movement
since heison one side of the world and jumping to the chute entrance on the other side. He
happens to have the right amount of speed when he goesinto the chute, so when he comes
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out flying through the air, he hits the opening again, going through the chute twice on the
same jump.®

After completing his jumps through the chute, he chooses to watch woggles for_
time for his amuse_self goa. He jumps toward the hills on the upper left of the
world and turns to watch the Woggles. As he is sitting and watching various Woggles,
the User comes up to him and invites him to play a game by performing a hey gesture
and then jumping away. Thisis recognized by Wolf's recognize_and_interpret_hey
behavior and the decision about whether to play is made by the enabling condition for
follow_the_leader. The enabling condition fires, and Wolf starts playing. The com-
posite sensing behaviors recognize and remember_puts, recognize and remember_
jumps, recognize_and_remember_squashes and recognize falling behind are all
instantiated and start observing and recording the activity of the User. The behaviors
copy_squashes, copy_jumps and catch_up are al demonsthat respond the the informa-
tion recognized by the other behaviors and follow the activity of the User as best as Wolf
can. TheUser leads at amoderate pace and Wolf keeps up without ever falling behind, until
the User jumpsthrough the chute. Because the User landsfar away from Wolf when exiting
the chute, Wolf is far behind, and has to jump to where the User is to continue the game.
This is recognized by Wolf’s recognize_falling_behind, and he attempts to catch up
whilefollowing by using hiscatch_up behavior. They play for awhile more, and the User
ends the game by performing ahey gesture again toward Wolf. This gesture is recognized
by Wolf’s recognize_and_interpret_hey behavior, and the recognized gesture causes
asuccesstest onhisfollow_the_leader goal tofire. Thissuccesstest causesthefollow
goal to end successfully.

The successful completion of the follow_the_leader goal (caused by the success of
thefollowgoal) causeshappinessand gratitudetoward the User becauseit isanimportant
goal, and Wolf has a behavior that attributes credit for a successful follow_the_leader
goal to the leader. Wolf again choosesto pursue hisamuse_self goa and hisand the other
Woggles activities continue.

In this excerpt there are necessarily many details that have been left out. These details
are important for making Wolf seem believable. For example, the many times that Wolf
blinks and the movements of his eyes that he makes before doing something or when
recognizing something are all critically important to him seeming alive, but they would
both bog down the above description and make it too lengthy were they to be included.
The timing and movement of the activity is also important for believability, but difficult to
convey in adescription such asthis. Some idea of these details can be gotten by looking at
the detailed description in Section 4.15. Nevertheless, | hope the above description gives
some idea of how all of the pieces of a complete agent fit together during execution.

5The chute exit is pointed at the opening so thisis possible. The computation of whether the amount of
energy is correct is based on the length and duration of the jump into the chute. The computation and series
of jumps and puts to perform the jumping through the chute is done by the do_the_chute behavior that is
shared by all of the agents including the user-controlled agent.



Chapter 8

Natural Language Production for
Believable Agents

This chapter presents the results of my effortsto allow Hap-based agents to communicate
using natural language while addressing the needs of believability. It includes attempts to
understand the needs of believability for natural language generation, extensions to Hap to
directly support natural language generation, and tests in two example agents that use this
as part of their behavior.

This work is preliminary. More work needs to be done to see if the approach can be
used for complete believable agents, but the results here suggest that this may be a fruitful
path to continue to pursue for believable agents that use language.

8.1 Introduction

Talkingisnot arequirement for believable agents; believable agents can be built without the
ability to use natural language. Thisisclear if one looks at charactersin the artsthat don’t
use language. The characters in the award-winning short films by Pixar [Lasseter 1986;
1987b; 1988; 1989], the character of Grommit from the popular Wallace and Grommit films
[Park 1992; 1993; 1995], and the flying carpet from Disney’s film Aladdin [ Clements and
Musker 1992] are al rich examples of characterswith strong, vivid personalitiesthat don’t
use language.

Even though believable agents can be built that don’t use language, it isa simple truth
that most characters in the arts talk. To be able to build autonomous agents like these
characters, any believable agent architecture and theory must address the issue of language
use.

There are two additional reasons one might want to address language production for
believable agents. First, it is a powerful avenue of expression. What a character says,
how he says it, and how that combines with everything else he is doing does much to tell
us who that character is. This is not to say that language is the avenue of expression.
In fact, experience in the arts suggests that often strong expression can be had by using
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little language and allowing the other avenues of the character’s expression, face, body
movements, eyes, to show through [Giannetti 1987, p. 178] [Thomas and Johnston 1981,
p. 471]. Nevertheless, language can be a powerful tool among those available to an author
for building a believable agent.

Second, and perhaps especially important in interactive agents, language can aid in
the accessibility and understandability of created personalities. Many types of interactions
involving people or characters in the arts naturally involve language. Inviting someone
to play a game, greeting a friend as a prelude to other interaction, cheering up a sad
friend, all are naturally expressed using some language. It is possible to perform them
all without language; mimes and animals do it all of the time, and, in fact, as described
in Chapter 7, Wolf and the other Woggles do all of these without language. When doing
these behaviors without language, however, body motions, gestures and context must be
used for the necessary communication. In my experience with the Woggles, this makes it
more difficult for peopleto immediately understand and interact with the agents. They first
have to understand something about the culture of the agents, for example, that to invite
oneto play a game of follow-the-leader one greets the other and jumps away. Such social
conventions seem natural after they are known (and we tried to make them as natural as
possible), but they are not as natural as using language to say “let’s play”. With language,
it iseasier to build agents that follow the social conventions of our human world, and are
therefore immediately accessible to people. Without language it is sometimes necessary to
invent artificial conventions, an artificial social context, that must be learned before people
can understand and fully interact with the agents.!

Language production has been widely studied in computer science in both natura
language text generation and speech synthesis. The majority of research in these areas does
not take believability as a primary goal. (There has been notable work that focuses on
sub-problems of believability for example [Hovy 1988; Cassell et al. 1994; Walker et al.
1997]. Most of these works, however, focus on realism and general -purpose language and
not on the task of expressing a particular autonomous personality that seems alive.)

When believability istaken asaprimary goal, thetask of language productionisaffected
in wide-ranging ways. To understand this impact, let us consider what requirements
believability places on language production. To ground these requirements, let us examine
four seconds from the film Casablanca [Curtiz 1942], which are transcribed in Figure 8.1.
In this scene, Ugarti (Peter Lorre), a dealer in the black market, is being arrested for
stealing two letters of transit. Just before the police haul him away, he seeks help from
Rick (Humphrey Bogart), the seemingly cynica owner of the Café Américain. Speech
and action occur simultaneously, and they are transcribed into two columns to show the
parallelism.

In these moments, Ugarti is a very believable and engaging character. If we wish to
build autonomous agents that can produce similarly believable language use and behavior,
we must understand and capture the important qualities of his behavior. The following

Tofully gainthisadvantageof accessibility, the agentsmust understand natural language aswell producing
it. Such full understanding is beyond the scope of thisthesis. In thiswork, the agents use keyword matching
along with behavior sensors as described in Section 5.2 for limited understanding.
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Speech | Action

... Ugarti entersyelling “Rick! Rick! Help me!”, puts his hands on Rick’s forearms.

Rick pushes Ugarti against a column saying “Don’t be afool, you can’t get away.”

But Rick, hideme! | U’s eyes are wide, focused on R, U has facial expression of
extreme desperation and fear.

Do U’s eyes and then head turn left to see approaching police,
mouith tight, face tense.

something, Head, eyes back on R, intense gaze, “ something” emphasized.

you Eyes then head turn a bit | eft toward police as they grab him.

must U’sface compressesin pain.

help Shrinks down, looks further away from R.

me Twiststo get free.

Rick! Looks back at R, but eyes pressed shut, looks away as police
pull a him.

Do something! U looks toward R as he speaks, then away in pain as he is
dragged from scene yelling.

FIGURE 8.1: Transcript of moment from Casablanca.

seem to be important to the power of this excerpt, and they echo the requirements for
believability described in Chapter 2. After each observation, | notethegeneral requirements
for believability that it relates to.

1. Ingeneral, production (and understanding) of language and action appear very tightly
integrated. | feel thisprobably isnot the result of distinct sensing, acting, understand-
ing, and generating modules communicating through narrow channels.

(Thisappearance of tight integrationissimilar to thegeneral
requirements for believability that the agents be broadly
capable and well integrated.)

2. Action and language are used together to accomplish communication goals. An
exampleis pleading language with awide eyed facial expression.
(Thisisaninstance of concurrent pursuit of goalsand par -
allel action. Inthiscase, the parallel goals are coordinated
for a unified purpose.)

3. Language generation occurs in parallel with other independent goals. Paralel be-
haviors producing streams of control signalsto multiple channels (eyes, body, voice)
help bring the character to life. Ugarti is generating language while watching and
struggling with the police.

(Thisisanother example of concur rent pur suit of goalsand
parallel action.)

4. All of the channels of expression work together to present a coherent, consistent
message. Ugarti’s eyes, body, voice all express his fear and pleafor help.

(Thisis exactly the same as the requirement of consistency.)
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Perception and action occur as subgoals of generation. For instance, as the transcript
begins, Ugarti yells“Rick” because he perceivesthat Rick isnot attending to him. He
acts by putting hishands on Rick’sarmsto signify an embrace of friends, presumably
toincreasethe persuasivenessof hiswords. | believeboth of thesearise most naturally
as consequences of generation.
(Language like the rest of the agent should appear situated
by including sensing in decisions. That action can be used
as subgoals of generation is an example of the needed ap-
pearance of tight integration for believability.)

Generation does not always reduce the agent’s responsiveness to eventsin the world.
(Somereductionto correspondto thefact that generation takesthought isappropriate.)
Ugarti notices and responds to the police approaching, grabbing him, etc. all while
producing one short sentence.

(Believable agents are responsive.)

Generation isreactive to changesin the world. If the police ran away to pursue some
more important criminal, it would be strange if Ugarti did not react to thisimportant
change and continued to plead.

(Believable agents need to be appropriately reactive.)

Pauses, restarts, and other breakdowns are desirable when they reflect the personality
and situation of the agent. In the fine scale timing of the transcript, the actions of
the police absorb some of Ugarti’s attention and noticeably vary his rate of speech
production.
(Believable agents need to appear appropriately resource-
bounded.)

Generation is incremental. Word choice and other generation activities seem to be
influenced by the real-time flow of eventsjust as other action productionis.

(Thisis another instance of situated language use.)

Language varies by social relationship. The social relationship between the speaker
and those spoken to should influence language production as it influences the rest of
the agent’s behavior. That Ugarti looks up to Rick and considers him somewhat as a
friend is evident both in the fact that he goesto him for help in the first place and by
the way he talks and moves even when the police are descending on him.
(This is a one-sided version of the requirement of social
relationships.)

Language production is influenced by the goals of the agent. Ugarti’s words are
clearly the result of his goal to get away from the police.
(Thisisan instance of the believability requirement, appear -
ance of goals.)
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12. Language production generally follows the socia conventions of the characters
world.

(Thisisthe same requirement as exist in a social context.)

13. Language generation, like other action, varies with emotional state. Ugarti pleading
with Rick isin accord with his emotions upon being arrested.
(Thisishalf of therequirement of emotion: believableagents
must show emotions in some way.)

14. Language generation is also specific to the personality using it. It is unlikely that
Rick would express himself in the same way as Ugarti even were heto bein the same
situation. If this happened, it would greatly change the audiences perception of who
Rickis.

(Thisis the same as the most important requirement for be-
lievable agents: personality.)

15. Emotion is produced from the success and failure of communication as well as of
other action. For instance, Ugarti is upset about not escaping the police, but this
failure is partly a consequence of not having enough time to convince Rick to help
him. So heis angry and sad about his inability to achieve a communication goal, as
that was his means to achieve an important parent goal. Anger in response to being
constantly interrupted is another example of this phenomenon.

(Thisisthe other half of the requirement of emotion: believ-
able agents must appear to have emotional reactions.)

These observations from the brief excerpt with Ugarti illustrate instances, specialized
for language production, of all of the requirements for believability from Chapter 2 except
for self motivation and change. While it is easy to see why these two might not appear in
such a short excerpt, it is also clear that they are just as important to the language aspect
of an agent as they are to the whole agent. If an agent has internal motivation, language is
as natura a place as any to show it, and an author should be able to build agents with this
property. Likewise, as a believable agent changes over time, it may be desirable to show
that change through language.

8.2 Text or Speech

The most obvious way to approach this problem is to build agents that have speech as
one of their capabilities. Speech, however, introduces multiple technical challenges in
the context of believable agents that are beyond the scope of this thesis. These include
natural, human-quality speech that isin a*“voice” appropriate to the character being built,
and emotion-based influence on the sound stream produced. Most current speech synthesis
is still easily recognizable as computer generated. Of those systems that approach human
quality, the“voice” of the speechislimited to one or afew voices. Variationinthevoicedue
to how relaxed, hurried, tired, energetic, etc. the agent isat agiven moment isvery limited.
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]
42% Bear, you wouldn't

Jf l & want to uh play

FIGURE 8.2: Woggles that “speak” text bubbles.

There has been some work on emotion-based variation of the speech stream, notably the
work of Janet Cahn [Cahn 1989], but this is only now reaching a point where it might be
possible to include in an autonomous agent [Walker et al. 1997].

Without speech the agents are limited to text communication. Nevertheless, in order to
address the requirementsraised above, it isimportant to maintain a conversational, speech-
like, aspect to this communication. | want to allow the agents and people interacting with
these agentsto use language in the spontaneous, fluid manner of verbal conversationsrather
than the formal style of much of written language.

To allow this | extended the original Woggles domain (which is described in [Loyall
and Bates 1993]) with text communi cation through voice bubbles. A snapshot of that world
displaying a voice bubble is shown in Figure 8.2. My goal in this extension was to allow,
as much as possible, a conversational metaphor to be used in the text communication of the
agents (and human user). The full extended domain was described formally in Chapter 3.
Here | describe the properties of conversational communication this domain allows.

Each agent produces language in its own voice bubble. These bubbles are kept close to
the agent’s physical body to allow, as much as possible, a person to see both the physical
motion of the agent and what the agent is saying at the same time.

At any given moment, an agent can produce atext string of any length between 1 and
15 characters® by using a Say action as described in Section 3.1. These strings are added
to the voice bubble in turn. Once alanguage fragment is added to the voice bubblethereis
no way for an agent to remove it, just as in speech thereis no way to retract an utterance.

The timing of an agent’s communication can be observed by watching the timing of
the language added to the voice bubble. Because people cannot read instantly, as they
can and do absorb verbal speech, the text added to a voice bubble persists for a few
seconds. This persistence introduces a potential misunderstanding that does not exist in
normal communication: if the interactor does not see pauses in the text as they occur, he

2The limitation to 15 characters per act is not significant. Multiple Say actions can be rapidly issued in
sequence. Practically, the Say actions issued as a result of peopletyping in rea-time rarely have more than
two characters per act. Similarly the agents typically have only afew characters per act. Words and phrases
are constructed over time by a sequence of actions, preserving the timing information present in the typing or
generation process.
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would miss pauses and other timing information entirely. To partially address this, the
voice bubble automatically introducesa“.” character whenever a significant pause occurs
(currently .7 seconds). This allows one to perceive some of the timing of the utterance
when looking back on the text as it remains in the voice bubble.

The bubble is automatically scrolled as necessary, and text is removed from the bubble
after it persists for afew seconds.

The human interactor can say whatever he wants by typing. All of the characters
(normally one or two) typed during each video display frame (normally a tenth of a second)
are added into the voice bubble of the User Woggle.?

This test-bed preserves many of the informal properties of real-time conversations that
| want. One can see the timing of the language as it is produced, along with whatever the
agent is doing at the same time. Agents can interrupt each other, talk at the same time, or
take turns asin normal conversation. And language, once produced, cannot be undone.

There are definite limitations to this approach as a substitute for verbal communication,
however. People aren’'t as competent at reading text and observing action simultaneously
as they are at hearing speech and observing action. Also, the persistence of an utterance
beyond the moment of utterance is a somewhat unnatural convention compared to speech.
The time limit on persistence and automatic introduction of one or more dots when pauses
occur is an attempt to preserve some of the conversational propertiesin this framework.

Even with these limitations, this framework seems to capture some of the flavor of
conversational communication and is a useful test-bed for real-time, embodied |language
without dealing with the additional complications of speech. Text may also have some
additional benefits to the pursuit of believable agents that use language. Text can allow
people to imagine the voice of the agent they are interacting with, along with appropriate
intonations. It remains to be seen what artistic power this approach to conversation can
have when properly used.

8.3 EXpressing Language Generation in Hap

In this section | describe how | have extended Hap to allow the direct expression of natural
language generation.

| chose to base my language approach on the Glindagenerator devel oped by Kantrowitz
[Kantrowitz 1990; Kantrowitz and Bates 1992] for three reasons. First, Glinda is an
integrated generator, with the same generation engine used for both text planning and
realization, and there appeared to be similarities between the Hap execution engine and
Glinda's generation engine that suggested that a fundamental merging might be possible.
Second, Glinda outputs text incrementally, which is an important part of allowing reactive,
responsive and situated language production. And third, Kantrowitz's current research

3Again, thiscommunicationiscurrently only understood by keyword matching. The user can communicate
using a combination of what is understood by keyword matching, combined with context and other activities
that are recognized by the agent’s sensing behaviors (Section 5.2). The same mechanisms are used by each
Woggles when it is spoken to by another Woggle.
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[Kantrowitz in press] is concerned with exploring pragmatic variation for natural referring
expressions. In the future | may want to incorporate this work to alow agents to generate
more natural text.

There are two main challenges to expressing text generation in an action architecture
such as Hap. The first challenge is a knowledge representation issue. Glinda's generation
goa s are significantly more structured than those normally used by Hap. 1n order to pursue
generation in this action architecture | had to extend it to handle the central properties of
Glinda's structured goals in a way that helps the integration of generation with the rest of
a Hap agent. The second challenge is how to allow the encoding of the grammar. Glinda
includes four different types of processing knowledge as rules that fire in stages. In an
action architecture such as Hap one must express this knowledge in terms of goals and
behaviorsin some way that does not make encoding this knowledge onerous. In addition,
it isimportant to allow this direct expression without compromising properties of Hap that
are important for believability, like Hap’s reactivity, and real-time properties.

8.3.1 Exampleand Overview of Expression of NLG in Hap

Before going into detail about how | have extended and used Hap to directly express natural
language generation, | want to give apreview of how language generationisdonein Hap. |
first present a simple example of generation in Hap, and | then present an overview of how
Hap’'s mechanisms are used for the main parts of the generation process. Thisintroduction
only describes the basics of natural language generation in Hap. Sections 8.3.2 and 8.4.1
give a detailed description, and Sections 8.4.2, 8.5 and 8.6 describe the advantages of this
approach to believable agents.

Simple Generation Examplein Hap

Imagine that Bear wanted to describe to Wolf Shrimp’s like relationship with Wolf, which
Bear thinks has a value of -3 (indicating that Shrimp dislikes Wolf with a good bit of
intensity).

In the approach to generation presented here, the natural |anguage generation processing
proceeds asfollows. (Note that this example only includes the natural language generation
elements, as if they were the only part of an agent. To see a more detailed example that
shows how NLG is incorporated with the rest of an agent, see Section 8.5.)

First, Bear would issue a generate goal with this concept as an argument of the goal.
The concept would have various parts, in particular: that the concept is alike relationship;
that thevalueis-3; that the object of the likeisWolf; and that the actor of the likeis Shrimp.
It might also include other information, such as amodifier to downplay the intensity, or the
information that Wolf is the person being spoken to.

In this case, a sequential behavior for the generate goal is chosen that generates the
concept as a declarative sentence. It does this by issuing three generate subgoals, each
with an argument that is one of the parts of this concept, in the order: the actor concept, the
like concept, and the object concept. Other behaviors that could have been chosen include
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onesto generate thisas asentence in passive voice, as aquestion or as a subordinate clause.
The first two are chosen when appropriate modifying information is included, and the last
might be chosen when athe concept is part of another concept. (Anexampleof thisisgiven
in Section 8.5.) Each of these might use other orderings of the parts, as well as possibly
including other modifications.

These subgoals are executed by Hap in order, starting with the actor concept. The actor
concept is generated by other behaviorsfor the generate goal, eventually resulting in the
execution of aSay action with theargument “ Shrimp”, which causesthisto appear in Bear’s
voice bubble. The behavior then returns the number and person of the generated noun, in
thiscase singular and third.

The next goal is agenerate goa with the like concept as its argument. Because the
like concept is not a linguistic data structure that can be directly generated, the behavior
that is chosen to pursue thisgoal first issues asubgoal to infer alinguistic expression of this
concept. After that goal returns, the behavior’s second step causes arecursive generation of
the chosen linguistic expression by issuing agenerate subgoa with the chosen linguistic
concept as its argument. The third step of this behavior is to return the chosen linguistic
concept so that the choice that was made, and has been “said” by the agent at this point
because of the recursive generation in the second step, will persist for later steps in the
generation process. Thisis important if the like concept were to be generated twice in a
way in which the same linguistic choice should be used.

The behaviors for this specia-purpose inference goa can choose among linguistic
concepts such as <negated like>, <negated is fond of>, <hate> and <dislike>.
In this case, because of the modifier to downplay theintensity, <negated is fond of>is
chosen.

This recursive generation, using this linguistic choice and the number and person
information returned by the generation of “ Shrimp”, causes “isn’t fond of” to be produced
over time. This is the result of two more levels of recursive generation calls. “lsn’'t” is
produced because of a global modifier in Bear to use contractions. (This modifier can be
overruled by modifiersthat are included as part of the generation process, if desirable.)

Next, the object concept is generated. Because it is equal to the person being spoken
to, abehavior is chosen that realizesit as“you”.

This short exampleleaves out many important details. Those details areincluded in the
sections that follow.

Overview of How Hap Performs Partsof NLG Processing

The above example illustrates how the process of generation is performed in Hap, and
suggests how an author can express linguistic knowledge in Hap goals and behaviors. Each
of theseisdescribed in detail in the remainder of the chapter, along with how this approach
addresses the needs of believable agents. Before describing those details, however, | want
to summarize the ways in which Hap supports the main steps of the natural language
generation process.
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When an agent decides to communicate something, it issues a generate goal whose
arguments contain a representation of the concept that isto be generated. This concept is
a nested data structure with appropriate information. In addition, there may be modifying
information provided as part of this goal or in other parts of the agent. Allowing uniform
access to these various sources of information is one of the problemsthat the later sections
address. Such uniform access seems important to me both to aid in the expression of
linguistic knowledge by an author, and to aid in integration of natural language generation
with the other parts of an agent.

The knowledge about how to hierarchically decompose and order the subparts of the
concept to be generated is encoded in normal Hap behaviors for generate goals. These
behaviors are normally sequential behaviors, with the order of the subgoals encoding the
order of generation. The preconditions of these behaviors encode the conditions under
which each ordering and decomposition is appropriate. This hierarchical decomposition
eventually resultsin strings output over time by the execution of Say actions.

Communication between generation subgoals is done by Hap’s norma mechanisms
of return values and parameter passing. In addition, Hap allows generation subgoals to
communicate by writing and reading from shared dynamic variables in a common parent.
This aternate mechanism has some advantages that are described in Section 8.3.2.

Inference where needed can be expressed through the use of normal Hap behaviors
and goals. Such behaviors can be used to infer an appropriate linguistic construct from
a nonlinguistic concept to be generated, for example choosing <want> or <would like>
lexical itemsto expressadesire concept. They can also be used to infer other information
needed in the generation process, for example determining the voice to express asentence
when voice isnot provided in the concept to be generated. Goals for these behaviors are
included in the appropriate generation behaviors where the information is needed.

Each of these issues, other details necessary to support generation, and the relevance of
the approach to the needs of believability are described in the following sections.

8.3.2 Details of Direct Expression of NLG in Hap

Asl mentioned previoudy, thisapproachisbased onthe Glindagenerator [ Kantrowitz 1990;
Kantrowitz and Bates 1992]. The general approach | take isto use Hap to directly perform
natural language generation processing similar to that performed by Glinda, and modify
that processing to meet the requirements of believability. In the process, Hap was changed
to support needs of language, and the generation process was changed to integrate well with
Hap and support the needs of generation.

Intherest of thissection, | first describe the extensionsto Hap for nested data structures,
of the sort used by Glinda, for the expression of concepts in the generation process. | then
describe how the processing knowledge for natural language generation is expressed in

Hap.
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group: (receiver (type ’relation)
(time ’present)
(agent (type ’agent) (value ’bear))
(predicate (type ’action) (value ’play)))
features: ((case ’objective) (hearer ’bear))

FIGURE 8.3: Example Concept to Generate

Data Structure Support

As mentioned in the overview in Section 8.3.1, my generation approach uses nested data
structures to express concepts at various stages of the generation process. Originally Hap
provided no specia support for nested data structures; Hap goals are a flat list of a name
and zero or more values. This does not prevent Hap from supporting generation, because
a goal’s values can be any standard C data structure. So, in fact, one could use them
without modification to support structured concepts. Thiswould require explicit accessing
functionsand other support to be spread throughout the grammar, and would make encoding
it tedious. It would also serve to separate generation from the rest of action because the
ways of representing and accessing the arguments and other knowledgein generationwould
be different than those used by other parts of a Hap agent.

It ismy goal to support a tighter integration, because | think this is needed for believ-
ability. 1 want to adapt Hap to support the nested structures of generation in a manner that
is most compatible with its existing ways of expressing behavior knowledge, while till
supporting the needs of generation. The first step for such an integration is to understand
how the data structures of generation are used. For this purpose, | analyzed Glinda's use of
its data structures.

A concept to be generated in Glinda is expressed as a structured group and set of
features. Groups and features are expressively the same as frames or association lists. A
feature is a name/value pair, and a group is arole followed by an unordered collection of
groups or features. An example group and set of features is shown in Figure 8.3. This
concept represents a play relation with the agent Bear asthe actor. Itsroleisthe receiver of
the action in an enclosing relation. When generated, it produces the dependent clause “that
you play” or “to play”, depending on the verb of the enclosing relation. Pronominalization
or elision of the agent occursin this case because the agent of therelation isthe same asthe
one being spoken to (asindicated by the hearer feature).

When looking at how Glinda uses these data structures for generation, there seem to be
four key properties of the representation:

1. Groupsand features need to be easy to create, and must allow easy access to compo-
nent subgroups and features. 1n thisNLG model, nearly all accesses to the group are
to itsimmediate subparts, but see item 3 below.
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2. The group and features set are independently specified when invoking a generation
goal, but features in the feature set are treated as if they are included in the group.
Any referencesto features must ook in both the group and features set. Thisproperty
allows the subgoaling process of generation to choose to generate a subcomponent
of the current group and pass separately any modifying information through features.
With the features in both the group and features set treated identically, modifying
features can be embedded in the group or subgroups if they are important to the
meaning and known ahead of time, or they can be included easily in the feature set
that is created in the process of generation.

3. The only deeply nested portion of a group that is accessed isits projector. Concep-
tually, the projector isthe core concept of the group, and along with the type and role
of the group, it is central in choosing how the group is generated. It isfound by a
recursive traversal of the group, choosing the head of the current group at each level.
The head isthe most central subgroup or feature at each level. For example, the head
of a group of type relation is the subgroup with role “predicate”’, and the head of a
group of type word is the “root” component, that is, the subgroup with role “root”.
When therecursive traversal resultsin afeature, the value isreturned as the projector
of the group.

4. Thefinal property of the representation isaglobal abstraction hierarchy for matching
symbols within a group. It is often useful to write genera rules that apply to all
groups with a projector that is a verb, for example, with more specialized rules
applying to groupswith aprojector that isan auxiliary verb or even more specialized
rules applying to specific verbs. With an abstraction hierarchy applyingto all of these
matches, these general and more specific rules can be easily written.

In Hap, | supported these properties by adding first-class environments to Hap to
support easy creation of groups, features and sets of features as well as the uniform access
to elements of a group and set of features (properties (1) and (2)). An environment is a
set of name/value bindings. As first-class entities, environments can be passed and stored
as values. When an environment is passed as an actual parameter, it can be bound to
a behavior’s corresponding formal parameter and accessed in the usual ways. However,
an environment also can be imported (by using the particular formals named group and
features). If imported, all of the bindings in the passed environment are added to the
behavior’s lexical environment and can be accessed like normal bindings.

In Hap, the values of parameters and variables are accessed by the form $$<variable>.
| extend thisto allow avariable’s binding, to be accessed by the form $$& <variable>. A
binding can also be constructed using the form (name value), where value is avalue
denoting expression. An environment is zero or more bindings. An environment value
can be created by enclosing a sequence of bindings in parentheses. For example, the
expression ((a 1) (b 2) (c ((d 3) $$&wolf (e 4)))) createsan environment with
three bindings. The variable a hasvalue 1; the variableb has value 2 and the variable c has
an environment asitsvalue. This environment has three bindings. the variable d has value
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3; thevariable e has value 4; and the variable wolf has whatever value that variable hasin
the current scope.

A feature is now represented as a binding, and roughly speaking, both the group and
set of features that comprise a Glinda goal are represented as environments. When these
two environments are passed as values to agenerate behavior, they are both imported so
that all of their features and subgroups can be accessed by name or role as normal Hap
variables. More precisely, in order to be accessed by role, a group is represented as a
binding whose value is an environment. The name of the binding is the role of the group
and the environment contains all of the other information. When a group is imported, the
bindings inside the environment are imported. In addition, a new binding is created and
imported with name role and valuetherole (that is, the binding name) of the group. If the
above example group were passed into a behavior for aformal named features, then the
whole environment could be referenced by the form $$features, and the components of
the environment could a so be referenced as normal variables: $$a, $$b and $$c.

Groups and features can now merge seamlessly with Hap goals and parameter passing.

For instance, the following behavior shows how a natural language generate goal can be
created:

(sequential behavior request_play (who object)
(subgoal generate
(sentence ((type sentence) (hearer $$who)
(relation ((agent $$who) (predicate desire)
(object ((agent $$who)

(predicate play)
$$&object))))))

((focus play))))

Thisbehavior triesto accomplish arequest_play goal by generating natural language.
Thegroup and featuresare constructed using the binding and environment creating operators
and include embedded variable accesses. The value of the who formal isincluded in the
group in three places; the binding of the object formal appears once. Each of these could
be either an data structure in an internal format or agroup or feature. In this case $$who is
an internal data structure used by Shrimp to point to one of the other Wogglesfor its normal
action-producing behaviors, and $$&object is a group that represents a particular object
concept.

Thus properties (1) and (2) are supported using environments as values. | support
properties (3) and (4) by extending the matching language that all Hap agents use for pre-
conditions and reactive annotations. Property (4) is provided by introducing a primitive
is_a operator to the match language that allows items to match any of their abstrac-
tions. (The abstraction hierarchy is written by the author.) Projectors of a group can be
matched by using a projector operator. For example, combining these one would write
(is_a (projector $$group) auxiliary) as part of a condition (in a precondition,
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success test or context condition) that appliesto groups with an auxiliary verb astheir core
concept.

Hierarchical Decomposition

With these data structures supported, we can turn our attention to the second challenge:
allowing the encoding of the four types of generation process knowledge without compro-
mising Hap's properties.

As mentioned in Section 8.3.1, the core of my generation processing is hierarchical
decomposition: given a structured concept to be generated, break it into subconcepts to
be generated and issue each of those in turn as subgoals of a sequential behavior. Thisis
the same basic approach Hap uses for action generation®, and that many natural language
generation systems, including Glinda, use.

Normal Hap sequential® behaviorsare used to expressthisgeneration knowledgein Hap.
Each behavior expresses a particular order, and the behavior’s precondition expresses the
situations in which thisordering is appropriate. 1n thisway, multiple, competing behaviors
with appropriate preconditions encode the linguistic knowledge to decompose and order
concepts appropriately. Examples of this expression are given in Section 8.4.

These behaviors operate at multiple levels in the generation process. At the text
planning level, they select which concepts to convey and what order to present them in.
At the redlization level they follow appropriate precedence relations, and at the word level
they order morphemes.

Smoothing of Stream of Text

The eventual result of thisexpansion isasequence of stringsover time. Local modifications
are often necessary between pairs of these strings, for example to introduce spaces between
words and longer spaces after sentences, introduce no spaces between roots of words and
their prefixes or suffixes, and perform character deletions, additions and substitution (such
as“i” for “y” in “happiness’).

Combination rules perform these functionsin Glinda. A buffer isused to hold the most
recent string generated, and all applicable combination rules fire whenever anew string is
generated. The (possibly modified) buffered string is then printed, and the new (possibly
modified) string is placed in the buffer.

| support this knowledge in Hap with a special generate_string behavior (shown
in Figure 8.4) that is invoked only when a string is being generated. This behavior
keeps the buffered string and new string in dynamically scoped local variables, creates a
combine goal with annotations that force all applicable behaviors to run (these are Hap’s
(persistent when_succeeds) and ignore_failure annotations), and then prints the
possibly changed old string and buffersthe new string. Rules for these local modifications

4With other embellishments such as parallelism, situated variation, and reactive annotations.
SOther types of Hap behaviors can also be used when that is appropriate to the desired expression. An
example of such asituationisgivenin Figure 8.8.



8.3. Expressing Language Generation in Hap 141

(sequential production generate_string (string)
(dynamic locals (old $$buffer)
(new $$string)
(common_parent find common parent from last
generate_string goal and this one)
(with ignore failure
(subgoal run_all_combination rules))
(subgoal output_string $$old)
(mental_act copy $$new to $$buffer and mark all parents) )

(sequential production run_all combination rules ()
(with (persistent when_succeeds)
(subgoal combine)))

FIGURE 8.4: Generate String support behavior to allow string combination information to
be encoded.

(sequential behavior combine ()
(precondition typeof $$common_parent isnot word and
$%old does not end with“ ¢’, or aspace and
$$new doesn’t begin with any of the characters , . !?)
(mental_act add aspace at the end of $$old) )

(sequential behavior combine ()
(precondition $$common_parentistype word and
$$old ends with aconsonant followed by a‘y’, and
$$new doesn’t begin withan ‘i’ or ‘&’
(mental_act changelast‘y’ to‘i’ in$$old) )

FIGURE 8.5: Combine behavior to put spaces between words and substitute ‘i’ for 'y’ when
appropriate.

between strings can then be written as normal Hap behaviors that match the buffered
string and new string variables using preconditions and modify them through side-effects
as desired.

Two such behaviorsare shown in Figure 8.5. Thefirst adds spaces between wordsin the
sequence of strings output by generation behaviors. It usesthe information about what type
the common parent is to prevent inserting spaces between parts of a word such as the root
and suffix. It also doesn’t insert spaces after a beginning quotation or a space, or before a
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comma, ending quotation, or any end of sentence punctuation. The second behavior causes
substitution of ‘i’ for 'y’ when appropriate. It does this when the ‘y’ is preceded by a
consonant and the suffix does not beginwithan ‘i’ or ‘a. This provides correct substitution
for words such as “happiness’ and “spied”, and no substitution for words such as “ played”

and “spying”.

Infor mation Flow

A number of effects in generation require communication between generation subgoals,
for example subject-verb agreement and the propagation of verb tenses. In Glinda this
knowledgeis encoded in athird category of rulescalled flow rules. When ageneration goal
isabout to be pursued all rulesof thistype are evaluated to providethe necessary datato the
generationgoal. In my approachto text generationinHap | chose not to manage information
flow using rules for two reasons. First, Hap already has mechanisms for information flow
using normal parameter passing and value returns. And second, using rulesfor information
flow introduces potential responsiveness problems for the agent. If used excessively the
time required to evaluate these rules might compromise responsiveness of Hap agents by
introducing arbitrary delays between goal expansions.

For these reasons, | facilitate such information flow through two mechanisms. Thefirst
isnormal parameter passing and value returns from subgoals. The second mechanism uses
dynamically-scoped variables and side-effects. | should point out that dynamic variables
are not needed to encode the information flow necessary for generation; this information
flow can be expressed using Hap’'s normal lexically-scoped parameter passing and value
returns. Nevertheless, | have found that dynamic scoping can provide certain advantages
when carefully used. One can create dynamic variablesin acommon parent and allow both
communicating goals to write and read from these variables. This eliminates the need for
intermediate goals to explicitly pass along values. Dynamic scoping can aso be used to
allow behaviorsrunning in parallel to communicate through locally shared variables.

Both of these mechanisms have the advantage over rules for information flow in that
minimal processing is necessary at runtime to execute them, and thus far they have been
expressive enough to encode the information flow necessary for generation.

Inference

The final type of processing needed for generation is inference. Glinda alows these
inferences to be encoded as a fourth type of rule. All rules of this type are evaluated after
flow rules and before a generation goal is pursued. Inference in Hap is done using normal
Hap goals and behaviors as described in Chapter 5. Appropriate inference goals can be
included in generation behaviors wherever they are needed.

These behaviors perform normal special-purposeinferences such asdetermining voice
from focus and the content of the actor and receiver parts of arelation, or choosing
lexical itemsto express a concept.
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(sequential_behavior generate (group features)
(precondition $$typeisarelationand
$$mood is declarative or imperative)
(subgoal generate $$&subject ((case nominative) $$&hearer))
(subgoal generate $$&predicate ((sv_order sv) $$&r_time $$&voice
$$&modal $$&number $$&person))
(subgoal generate $$&object ((case objective) $$&voice $$&hearer))

(sequential_behavior generate (group features)
(precondition $$typeisrelation and $$mood isinterrogative yn)

(subgoal get_number person $$&subject ((case nominative) $$&hearer))

(subgoal generate $$&predicate ((aux only) (sv_order vs)
$$&r_time $$&voice $$&modal
$$&number $$&person))

(subgoal generate $$&subject ((case nominative) $$&hearer))

(subgoal generate $$&predicate ((aux skip._first) (sv_order vs)
$$&r_time $$&voice $$&modal
$$&number $$&person))

(subgoal generate $$&object ((case objective) $$&voice $$&hearer))

FIGURE 8.6: Portion of standard language generation expressed in Hap

8.4 Buildinga Grammar in Hap

With the extensions described, one can express a traditional grammar in Hap directly.
Generation then automatically inherits properties from Hap | believe to be important for
believableagents. Inaddition, thiscombined architectureallowstheagent builder to express
additional knowledge in the grammar such as. how sensing affects linguistic choices, how
emotions influence generation, or how the production of language should react to changes
in the world. Later sections illustrate and describe these implications of the integration
in more detail, in this section | show how one expresses a grammar, both traditional and
extended, in thisframework.

8.4.1 Traditional Grammar

Figure 8.6 shows, in simplified form, a portion of the traditional language knowledge
that is encoded in the grammar | have built in Hap. The two behaviorsin the figure encode
two methods for generating arelation group. Thefirst behavior produces language such
as “l want to play”, and the second produces language like “Would you like for Shrimp
to play”. Additional behaviors encode the knowledge necessary to generate other types
of clauses. For example thereis a behavior in the grammar that produces the subordinate
clauses “to play” and “for Shrimp to play” in both of the above sentences.
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Each behavior has a precondition that describeswhen it isapplicable. Thefirst behavior
isappropriatewhen thetypeof thegroupisrelationandthemoodfeatureisdeclarative
or imperative. Inthissituation the behavior causes three subgoalsto beissued inturn, one
each to generate the subject, predicate and object. Features are passed into each of these
subgoal sto cause the correct generation. For the subject and object subgoals, an appropriate
case featureisincluded. Thehearer featureisincluded to allow pronominalization if the
person being spokentoisreferredto. A featureto specify the speaker for pronominalization
is not needed because the identity of the agent is stored in a global variable, se1£.% The
voice feature is passed in to the generation subgoals for both the object and predicate
subgoalsto alow the behaviorsthat generate those groupsto handle passive voice correctly.
The voice feature and subject and object subgroups are inferred at an earlier stage in
the generation from the actor, receiver subgroups and the focus feature, if present.

In addition to voice, five other features are included in the subgoal that generates the
predicate. Number and person are passed in for subject-verb agreement. They arereturned
by the subgoal that generates the subject subgroup.” The sv_order featureisincluded to
allow the correct realization of the predicate when the verb follows the subject (value sv)
or when that order isinverted (value vs). R_time and modal are features that are inferred
from the time feature in the concept to be generated, and are part of the information needed
to generate sentences with different tenses.

The second behavior is appropriate when a group of type relation isbeing generated
as a yes/no question (mood is interrogative_yn). It does this generation by causing
subgoalsto generate thefirst auxiliary verb of the predicate subgroup, the subject subgroup,
the rest of the predicate, and the object subgroup. The subject and object are generated
exactly as above. The first subgoa determines the number and person of the subject to
allow the predicate to be generated. In addition to the features already described for the
generation of the predicate is the additional feature (aux only) or (aux skip_first).
These features allow the predicate to be generated normally, but only output the first
auxiliary verb produced or output all of the verb after the first auxiliary verb produced.
In the course of generating the predicate, linguistic decisions are made that need to be
consistent between these two invocations. In particular, lexical items can be chosen to
express a concept; for example, “would like” or “want” could be chosen for the concept
“desire’. This coordination isaccomplished by the behavior that makesthe lexical choice.
In the process of making that choice it returns a new predicate group that replaces the
concept (e.g. “desire”) with the lexical choices that express that concept (e.g. “would
like™). This predicate group effectively replaces the old predicate group, ensuring that the
same linguistic choices are made in the second invocation. An example of thisisgivenin
Section 8.5.

81f itisdesirableto overridethat (asin the case of mocking another agent, for exampl€), adynamic variable
can temporarily change the value of the se1f variable for the goals that generate the mocking utterance, or a
self feature can be passed in to the appropriate generate goas. Remember that al of these variables are
accessed in the same way regardless of whether they are passed in as part of the group, the accompanying set
of features, Hap’s normal parameter passing or are otherwisein the scope of the behavior.

“Annotations to bind the return values are included in the running code for these behaviors. They were
left out of the figure for clarity.
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(sequential_behavior generate (group features)
(precondition $$typeisrelationand
$$mood isinterrogative.yn and
feeling glum with intensity > 2 and
$$desired_answer isyes)
(specificity 1)
(context_condition not happy withintensity > 1 and
not angry with intensity > 1)

(subgoal generate $$&subject ((case nominative) $$&hearer)))

(subgoal generate $$&predicate ((negative t) (sv_order sv)
$$&r_time $$&voice $$&modal
$$&number $$&person)))

(subgoal generate $$&object ((case objective) $$&voice $$&hearer))

(subgoal generate $$&location ())

(subgoal generate_string ",")

(subgoal generate $$&predicate ((aux only) (sv_order vs)
$$&r_time $$&voice $$&modal
$$&number $$&person))

(subgoal generate $$&subject ((case nominative) $$&hearer

(pronominalize t))))

FIGURE 8.7: Grammar behavior that includes emotion and reactivity.

8.4.2 Grammar with Non-Traditional Knowledge

The ability to encodetraditional grammar isuseful, and in fact allowsthe generation process
to inherit some properties of Hap automatically, as is shown in the example of processing
in Section 8.5 and discussed in Section 8.6.1. But, in addition to these properties, for
believable agentsit isimportant to be able to express aspects of the detailed personality that
are not normally expressed in traditional grammars.

Figure8.7 showsan exampleof agrammar behavior that includesemotion and reactivity.
Like the second exampl e above, thisisageneration behavior for theexpression of arelation
group as ayes/no question. It generates questions of the form “You don’t want to play, do
you?’ or “Bear isn’'t quitting, ishe?’.

This body of the behavior is similar in structure to the other two behaviors above.
The first three subgoals are the same as in the declarative sentence behavior, except that a
(negative t) featureisincluded in the subgoal that generates the predicate. Thisfeature
causes anegative version of the predicateto be produced. (Whether contractionsareused is
determined by ause_contractions feature. Inthe personality of Wolf, it defaultsto true
and only has the value false when Wolf isvery angry.) The last three subgoals cause the
second half of the sentence to be produced. A commais output by the generate_string goal,
and the last two parts are generated by generating the predicate subgroup with (aux only)
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and (sv_order vs) featuresand thesubject subgroupwitha (pronominalize t) feature.

For some linguistic constructs, such as the normal phrasing of a yes/no question, the
conditions under which they arise are straightforward: the agent is expressing a concept
for which thisbehavior applies. Other phrasings might be chosen for areason. Thisreason
might be politeness, social convention or, as is the case of this behavior, because of the
emotional state of the agent and content being expressed. For this personality, it uses a
negative phrasing of ayes/no question whenitis particularly sad and wantsa“yes’ answer
tothequestion. Thisisintended to capture self-deprecating questions such as*“you wouldn’t
want to help, would you?’ or “you don’t likeme, doyou?’. (Thisisnot theonly situationin
which it uses a negative phrasing. Other situations are encoded in separate behaviors.) The
conditions in which this behavior is chosen are in the precondition for the behavior. The
type of group it appliesto isthe same asin the previous example: that it isarelation group
withmood interrogative_yn. Inaddition the desired answer of the question must be yes
(as encoded in another feature of the group), and the agent must be showing its sadness
(with an act_glum behavioral feature of appropriate intensity). Emotional references are
easily included in the grammar because of its expression in Hap.

The personality of which this grammar behavior is a part, Wolf, is one that doesn’t
normally liketo show itssadness. It ismuch more comfortable showing anger or happiness.
So, if while this behavior is running, the agent becomes angry or happy (due to any of the
concurrent thingsit is continuously doing), it would not want to continue this sad language.
It would rather interrupt thisand start over with another behavior choice. Thisisencoded by
adding a context condition to thisbehavior. Thisbehavior isonly pursued when the context
conditionistrue: that the agent isnot significantly happy and not significantly angry. If this
condition every becomes false (in this case the agent becomes happy or angry), then the
behavior is aborted. This causes any subordinate goals and behaviors to also be aborted,
and another behavior can be chosen to generate the concept (perhapsin an angry or happy
way). This causes language such as: “You wouldn't want to ... You want to play, don’t
you?’ when Wolf becomes angry in the middle of a sad phrasing.

Figure 8.8 shows another example of how one buildsinto the grammar variation based
on sensing, reactivity and mixing action and language. This behavior encodes one possible
way to reference a location: by simultaneously gesturing and using a pronoun reference.
Other methods to generate references to locations (when this behavior doesn’t apply or is
undesirable) are encoded in separate behaviors®2 The precondition states the conditions
under whichit is applicable: the group being generated must be of type location, the agent
being spoken to must be looking at the speaker, and the location must be visible. The
last two of these conditions are sensor queries that actively sense the world at the time
the precondition is evaluated.® Action and language are mixed in this behavior smply by

8Thiswork doesn't include contributionsin traditional grammar itself. The referring expressions| use are
bounded by the simple world in which these agents exist. For example, thereisonly one hill, and each agent
can be referred to by name.

9Primitive sensors can be embedded directly in match expressions, asin this precondition. More complex
sensing is performed by sensing behaviors written in Hap which can be included as subgoal s of the behavior
as described in Chapter 5.
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(concurrent_behavior generate (group features)
(precondition $$typeisalocationand
$$hearer islooking at me and
$$locationisvisible)
(context_condition $$hearer islookingat me until
subgoal 2 isdone)
(subgoal generate $$&location
((pronominalize t)))
(subgoal glance $$location))

FIGURE 8.8: Grammar behavior that includes sensing, reactivity and mixing action and
language.

including both goals as subgoals of the behavior. These goals are pursued concurrently
because the behavior type is concurrent rather than sequential. To react to changes that
might occur while this behavior is executing, appropriate annotations can be added. In
this case it is important that the hearer doesn’t ook away before the gesture is performed.
Thisis captured by adding a context condition with this information to the behavior. This
condition causes sensing to be performed while this behavior is active. If the condition
becomes false, this behavior is aborted, and another (perhaps referring to the location by
name) will be chosen.

8.5 Example of Processing

To illustrate how my approach responds to the challenges for believability posed in the
introduction to this chapter, let us now consider a detailed example of an interaction with
an agent that includes generation.

As the example begins, Shrimp has approached Bear who is looking away. Shrimpis
sad, but wantsto play a game with Bear at a nearby hill. He decides to invite Bear to play,
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by invoking agenerate goal for the group and accompanying feature set:

(sentence (type sentence) (hearer $$follower)
(relation (type relation)

(agent (type agent) (value $$follower))

(predicate (type action) (value desire))

(receiver (type relation)
(agent (type agent) (value $$follower))
(location $$where)
(predicate (type action) (value play)))))

((mood interrogative_yn) (desired_ans yes))

The variables $$where and $$follower reference internal data structures for Shrimp.
$$where references one of Shrimp’s internal pointers for his concept of alocation in the
world, in this case the hill in the upper left hand corner of the world as shown in Figure 3.1.
$$followerisoneof Shrimp’'sinterna referencesto one of the agentsin theworld, in this
case Bear. Both of these data structures are the same ones used in Shrimp’s other behaviors.

This group represents a relation concept with Bear as the agent. The predicate of
the relationship is the action desire. The receiver is a relation group with agent Bear,
predicate the action play, and alocation with areference to the hill asitsvalue. The group
also includes the information of who is being spoken to (hearer Bear), that it should be
expressed as ayes/no question, (mood interrogative_yn), and that the desired answer
is“yes’, (desired_ans yes).

As | will explain, this goal generates “Bear, you wouldn’t want [pause] uh [pause] to
play over there, would you?’, while causing parallel action, sensing, etc.

The generate goal invokes a sequential behavior to perform the following subgoals:

(generate (punctuation beginning of _sentence))
(generate $$&hearer)
(generate $$&relation)

(generate (punctuation end_of_sentence))

The first subgoal, when expanded, places a special symbol in the output buffer to mark
the beginning of the sentence. This symbol cannot occur elsewhere in generation, and aids
the capitalization and spacing combination behaviors.

The generation of the hearer feature has a number of behaviors from which to choose.
If the generation of the example sentence is part of a larger on-going conversation be-
tween Bear and Shrimp, a behavior would fire that would result in the empty string being
generated for the hearer feature. Since that is not the case, a behavior is chosen to de-
cide how best to get Bear’s attention. This is accomplished by sensing the world, for
instance by making the first subgoal of this behavior be a sensing behavior to determine
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where Bear is and where he is looking. Since he is nearby but not looking at Shrimp,
the behavior chooses to generate from the group (name (object $$hearer)) followed
by (generate (punctuation end_of_pref)), and issue the action to look at Bear in
parallel. Thefirst resultsin “Bear” being generated. When this happens the combine goal
is posted with the buffer contents (beginning of sentence symbol) and the newly generated
string “Bear”. The combine goa persists until no behaviors apply for it. In this case
there is only one behavior that applies. It removes the beginning of sentence symbol and
capitalizesthefirst character of the newly generated string, which has no effect in this case
because “Bear” is already capitalized. The (punctuation end_of_pref) group results
in acomma being generated. No combination behaviorsfire for these two, so at this point
“Bear” isprinted, “,” isin the buffer, and Shrimp islooking at Bear.

If Bear had been across the room, this generation behavior would have resulted in
Shrimp looking at Bear and generating “Hey Bear!”. Alternatively, if Bear had noticed
Shrimp’s approach and was watching Shrimp attentively, a behavior would have been
chosen to generate the empty string. Thus, sensing is being used to affect generation on a
finetime scale.

The next goal to be executed is (generate $$&relation). The behavior that is
chosen first infersavoice feature and subject and object groups from the information
provided in the group. In this case active voice is chosen, resulting in the content of the
actor subgroup being placed as the content of the subject group, and the content of the
receiver subgroup being placed as the content of the object group. The behavior then
issues anew generate goal with this newly augmented group as its argument.

Now that the subject and object parts are known, a behavior is chosen to give an
ordering to the parts of the group. There are several ways to order the subgroups of a
relation to be generated as a sentence. Some of these are shown in Figures 8.6 and 8.7.
Because Shrimpis currently feeling very sad, is generating ayes/no question, and desiresa
yes answer to his question, (the (desired_ans yes) feature), a negative phrasing of the
guestion is chosen. Thisisthe behavior shown in Figure 8.7. Thisresultsin thefollowing
sequence of subgroups:
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(subgoal generate $$&subject ((case nominative) $$&hearer))

(subgoal generate $$&predicate ((negative t) (sv_order sv)
$$&r_time $$&voice $$&modal
$$&number $$&person)))

(subgoal generate $$&object ((case objective) $$&voice $$&hearer))

(subgoal generate $$&location ())

(subgoal generate_string ",")

(subgoal generate $$&predicate ((aux only) (sv_order vs)
$$&r_time $$&voice $$&modal
$$&number $$&person))

(subgoal generate $$&subject ((case nominative) $$&hearer

(pronominalize t)))

Because the actor is aso the hearer, the first subgoal is generated as “you”. The
behavior that does this generation also returns two features. (number singular) and
(person second). (The annotation for binding return values are not shown. Each of
these subgoalsincludes abind_to annotation that expects an environment and imports all
of the bindings of that environment for later reference.)

The second subgoal uses the number and person information in the generation of the
predicate subgroup. This group is of type action, and so the behavior that is chosen
for it has three steps. choose a linguistic expression of this concept; recursively generate
using the chosen linguistic expression; and return any featuresthat result fromtherecursive
generation aong with the group from the linguistic expression of the action concept.
Because the action hasvalue desire, the first step chooses among “want”, “would like’
and “would want”. Inthiscase it chooses “would want” by returning the group:

(predicate (type parameter) (modal conditional)
(arg (type arg)
(word (type word) (root want))))

Thisgrouphasrolepredicate,sowhenitisreturnedit effectively replacesthe previous
predicate group with the choice made, by creating a more local binding with the same
name. This causesthislinguistic choiceto persist to later steps of the generation process. In
particular, in this example the sixth subgoal that generates the predicate again will use this
group instead of the previous group withtheaction desire. This preventsthe generation
of sentencessuch as*youwouldn’tliketo play, doyou?’, whichwouldresultif “wouldlike”
were chosen when generating the first predicate, and “want” were chosen when generating
the second predicate.



8.6. Propertiesand Opportunitiesof Expressionfor Natural L anguage Generationin Hgpl51

The recursive generation uses this group to incrementally produce “wouldn’'t want” as
its output.

At thispoint, Shrimp noticesthat the aggressive creature, Wolf, iscoming toward him at
high speed. He noticesit viathefiring of ahigher level sensing goal. Thisknowledge gives
Shrimp a good bit to think about, and the resulting processing elsewhere slows the Hap
thread that is running this generation task. He becomes afraid. He actively looks to decide
if he should run or get out of the way. Observers can notice that something is going on
because Shrimp stops generating words. In addition, part of the behavior to communicate
is a concurrently executing goal that watches for pauses in output and inserts stuttering
“uh”sat intervals during these pauses. Thisgoal isonly active when acommunication goal
isactive. As Shrimp’s pause becomes longer, this goal istriggered, and Shrimp says “uh”.
Shrimp continues to watch Wolf, and decides to move dightly to let him pass more easily.
As Wolf goes by, Shrimp continues to generate, producing “to play”.

Shrimp now generates the relation’s 1ocation subgroup. There are severa potential
behaviors. Since Bear islooking at him, a behavior is chosen to gesture and concurrently
generate a pronoun referring to the location. So, Shrimp says “over there” as he glances
toward the mountain.

Finally, the trace ends as the last three subgoals generate “, would you?”.

To summarize the behavior that is observed in this example, Shrimp hasjust come over
to Bear who has not noticed him. Shrimp starts looking at Bear at the same time he says
“Bear, ”. He goeson to say “you wouldn’t want” one word at a time, when he pauses and
looks over at Wolf racing toward him. He looks around, says “uh”, moves dightly to get
out of Wolf’sway and continues to say “to play a game”’. As he says the next two words
“over there” he glances toward the mountain. Looking at Bear again, he concludes with “,
would you?'.

8.6 Propertiesand Opportunitiesof Expression for Natural
L anguage Generation in Hap

Withthese extensionsto Hap onecan directly expressatraditional grammar in Hap’snormal
language constructs. Such asystem generatestext, just asthe same grammar expressed in a
traditional hierarchical natural language generator would. By being expressed in Hap, the
natural language generation system automatically inherits properties of Hap that are central
to its support of believability.

Here | discuss how this approach addresses the requirements for believable language
use raised in Section 8.1. Firgt, | describe properties that arise automatically (or nearly
s0) as a result of the architecture. Then, | describe opportunities of expression that this
approach to natural language generation provides. For example, if one wants the agent’s
language use to be reactive to changes in the world, an author must specify what changes
this personality cares about and reacts to. The ability to specify such information is one of
the contributions of my approach to believable agents.
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8.6.1 (Nearly) Automatic Properties

By directly expressing natural language generation in Hap, it inherits four properties auto-
matically or with limited work on the part of the author.

Incremental Generation

Incremental generation is a property of Glinda that | have preserved in my approach.
Language is generated as a stream of morphemes. For each morpheme produced, decisions
are made at various levels by conditions in the grammar behaviors. For this system
to respond to the flow of changes in the world or in the internal state of the agent as
it generates, the decision-making conditions in the grammar need to be sensitive to the
appropriate changes. The ability to include such knowledge in the grammar is described
in the other sections, and is one of the contributions of this integration. Including external
sensing and internal sensing of emotionsin the grammar isillustrated in Section 8.4.2, and
isdiscussed in Section 8.6.2.

Pauses, Restarts, Other BreakdownsVisible

Pauses, restarts and other breakdowns due to the difficulty of the generation task itself
arevisiblein Glinda and in this integrated system. However, with the generation process
expressed as Hap goals and behaviors in an agent with other goals and behaviors, pauses
or other breakdowns due to other aspects of the agent can also arise and be visible. These
include pauses caused by the agent attending to goals activated by events in the external
world (e.g. Wolf’s approach in the example), as well as goalstriggered by internal events.
For example, generation could infer a piece of information, which when placed in memory
awakens an otherwise independent goal. This goa might then perform more inference,
generate emotions, generate action or language, etc. This might be similar to the types
of pauses people make when realizing something while talking. The pause caused by this
thinking would be visible in the timing of text output. Any actions or language produced
by this digression would cause the mental digression to be even more visible.

Concurrent Pursuit of Goalsand Parallel Action

Pursuing other independent goals (possibly resulting in parallel action) at the same time as
the agent generates|anguage happens without any additional work on the part of the author.
All of the top-level goals of an agent are part of a collection behavior, so they are available
to be pursued concurrently. When Hap pursues a generation goal, other goals in parallel
threads (such as those from other top-level goals) are mixed in as time alows. Timeis
available to mix in other parallel goals when the body is executing a Say action, or when
the generation is paused for other reasons (through the use of await step or conflict with
another higher-priority goal or action, for example).
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While some concurrent goal pursuit and parallel action occurs without extra work by
the author, an author gets more out of the system if he takes advantage of the avenues of
expression available to him.

Parallelism arises dueto theinitial structure of the ABT (all top-level goalsare part of a
collection behavior), but it can also arise because of the behaviors an author writes. At any
level in the language producing behaviors being written, an author can write a concurrent
or collection behavior as a way to satisfy a goal. When such a behavior is chosen, it
can lead to the agent doing multiple things at once. This shows up in the example when
Shrimp gestures at the mountain while generating language, and again when “uh” is said
by Shrimp during the pause of hislanguage generation. Thefirst of theseisthe result of a
concurrent behavior with two steps: one that results in saying “over there” and the other
that resultsin the gesture. The second isaresult of a concurrent behavior that has the main
line of generation as one of its steps, and a demon that recognizes pauses as its second step.
Parallelism of both of these forms are powerful for language and other behaviors.

An author needs control not just of when tointroduce parallelism inthe agent’sbehavior,
but also of how to limit this parallelism. For example, if one was writing a behavior to
forcefully threaten another agent in a style like Clint Eastwood’s Dirty Harry character, it
would destroy the forcefulness and mood of the behavior if Hap decided to automatically
mix in a glance to his partner during one of the stand-off type pauses. It might even
be undesirable for the character to blink during one of these pauses (especialy if the
personality is a child imitating Dirty Harry). This type of control is one of the needs that
Hap's conflict mechanism was created to address. By adding appropriate conflicts to the
character, one can control which behaviorsor actionsare never pursued at the sametime. In
this case, the author might add the conflict pairs (c1lint-eastwood-threat blink) and
(clint-eastwood-threat glance). Inaddition, by specifying the relative priorities of
goals, an author controls the architecture’s allotment of limited computational resources
and indirectly determines which concurrent goals are pursued in parallel.

Not Reducing Responsiveness

With the generation behavior expressed in Hap, other parts of the agent can respond to
emergencies or other higher-priority events regardless of how much processing language
needs. Asdescribed in moredetail in Chapter 5, thisrespons veness would be compromised
if generation is not built following the policy of building large computationsin Hap rather
than expressing them in their own mental actions.

For the language generation itself, responsiveness is a matter of how one builds the
grammar and cannot be guaranteed by the architecture. Hap, and the approach to language
described above, allow oneto write grammarsthat have short pathsfromthe generate goal
to theissuing of the first Say that puts text in the voice bubble. The grammar that | builtin
this framework, while small, is very fast. It uses only a portion of the agent’s processing
time each frame to produce its text in a system running at 10 frames per second. But
there is nothing to prevent an author from building arbitrary computation in the grammar.
Hap does nothing to prevent complex inference, or even an infinite loop, from introducing
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delays in the completion of a behavior. The agent builder must be aware of such delays
when building the behaviors and only introduce them when the pauses they introduce are
appropriate for the personality being built, as they might be in a reflective, thoughtful
personality. Higher-priority behaviors can interrupt such a behavior, allowing the agent to
respond appropriately to other more important concerns.

Resource Bounded

Hap automatically enforces resource bounds both computationally and physically. The
computational resource limitations are the result of Hap’s single computational bottleneck:
Hap expandsasinglegoal at atime, and always chooses greedily among the available goals.
This results in the highest priority threads getting full attention and other parallel threads
getting mixed in as time allows. This arose in the example when Shrimp becomes afraid
and moves out of Wolf’s way. The computation time taken by this processing caused the
generate behaviorsto get less computation, and Shrimp’s language production was slowed.

Hap also enforces physical resource limitations, by not issuing actions that use the same
resources or that have been marked as conflicting (see Section 4.10). The higher priority
(or first chosen if equal priorities) getsto execute, while the other istemporarily suspended.

8.6.2 Opportunities for Expression

In addition to those automatic properties, because generation is expressed directly in Hap,
there are opportunities for an author to express language variation and other knowledge
that are not normally included in natural language generation systems. These include the
waysemotion, social relationshipsand personality affect the generation process, theway the
current situation aff ectsthe generation process, the ways action are mixed with language for
any purpose, and the types of changes this personality reactsto in its language production.
Each of these isdescribed in turn.

Varying for Emotional State, Social Relationships, and Per sonality

Because language generation is expressed in Hap, in addition to the concept that is being
generated, the generation system has access, at all decision-making points, to the current
emotions, behavioral features and social relationships of the agent. Variation based on this
information is easy to include by smply including additional references to these features
in the preconditions, success tests or context conditions of the grammar.

Thus, when writing a grammar for a particular believable agent, just as when writing
other behaviors, the range of emotionsand social relationshipsthat might be present should
be kept in mind. This variation can occur at al stages of the generation process. At thetop
level, the aspects of the concept to be expressed or suppressed might be affected. Decisions
about what sentence level structure to use, or even what word choice to use might depend
on this emotional and social state.



8.6. Propertiesand Opportunitiesof Expressionfor Natural L anguage Generationin Hapl55

All of these decisions have to be made appropriate to the particular personality being
constructed. Some characters vary their language widely based on their emotions. Others
only allow subtle variation to appear between different emotional moods. With a firm
personality in mind, and some visualization of different emotional situations this agent
might find itself in, | believe one can decide on the the choice of emotional effects that
should be spread throughout the grammar.

Thisisnot necessarily asonerousatask asit might at first appear. Thereisnormally many
more than asingle way to express any given concept. Using the personality, emotions and
social relationships of the agent to choose among them can be natural and more satisfying
than arbitrarily choosing a default way of talking.

Of course, the question remains of how to build a large, robust grammar that includes
variation based on emotions, social relationships and that istailored to express a particular
personality. No one currently knows how to build such agrammar, | believe.

On the other hand, it is also not clear how large and robust a grammar is needed to be
ableto build a specific believable agent that will exist within a particular bounded context.
It may be possible to make progresstoward building believable agentswith modest progress
on the language issues.

Including Sensing

By directly expressing the grammar in Hap, all of the decision points also can use externa
sensing, just as other behaviorsroutinely include such sensing. Inthesmall grammar | have
created it has thus far seemed natural to include such sensing.

As above, no one has yet built a large, robust situated grammar. Building a robust
grammar that includes and uses sensing well is an important research direction. For
believable agents, progress may be possible with smaller grammars.

Including Action

Similarly, because generation is expressed as Hap behaviorsiit is easy to include action-
generating goals as part of those behaviors. Infact, Hap doesn’'t have a distinction between
“action-producing” and “language-producing” behaviors, many of the behaviorswrittenin
the “grammar” and other behaviors for Shrimp blur that distinction. It is one of the points
of thiswork to make crossing that boundary easy.

As in the above two sections, because this is preliminary work, |1 do not yet know if
building behaviors for a complete agent that substantially mixes action and language is
possible. One of the most obvious questions is how large the cognitive load on the author
iswhen building such an agent, and whether an author can handle that load when creating
an agent. In the work | have done, this mixing seemed possible, but the final test is to
construct afull agent that uses this approach.
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Reactive Language

Each behavior in agrammar takestimeto execute. A behavior to generate a sentence might
take several seconds, and a behavior to generate the root of a particular word might take
a fraction of a second. During this time the world and the agent’s own internal state are
continually changing. If they change in ways that the personality being built should react
to, then this knowledge needs to be captured when building the agent.

Many of these types of reactions are captured in other parts of the agent. Events might
cause paralel sensing behaviors, such asthose described in Section 5.2, to trigger. Parallel
goals of higher priority might take control and cause the agent to perform other action or
thinking.

Some changes that can occur while a given behavior or goal is executing should affect
the language generation behavior itself. Because the grammar is expressed in Hap, these
situations can be locally recognized and reacted to. This type of reactivity is easy to add
using successtestsand context conditions. Examplesof thisaregiveninFigures8.8and 8.7,
and are described in the surrounding text.

8.7 Summary

This chapter has presented an approach to natural language for believable agents. This
includes suggestions for the requirements for believable language production, technology
toallow natural language generation to be directly expressed in Hap, an example of an agent
generating language as part of itsactivity, and an analysis of the propertiesand opportunities
of expression this approach brings to natural language generation.

Thiswork ispreliminary. Only asmall grammar and portions of agents have been built.
Whether this approach can work for a larger grammar and agent is a topic of future work.



Chapter 9

Evidence of Success

In the preceding chapters | have presented my work toward believable agents, and | have
attempted to present an understanding of the technical details used to construct believ-
able agents. The question remains, however, of how well does it work? This chapter
addresses this question by first presenting an analysis of progress towards the goals, and
then presenting empirical evidence of success.

9.1 Analysisof Progress Toward Goals

At the beginning of Chapter 4 | described the three goals that guided the design of Hap:
that it be alanguage for expressing detailed, interactive, personality-rich behavior; that it
directly address many of the requirementsfor believability described in Chapter 2; and that
it be a unified architecture in which to express all of the processing aspects of the agent.
Now that Hap and its various uses have been described in detail, | want to revisit these
goalsto see how well they have been achieved.

9.1.1 Language for Expressing Personality

The first goal, that Hap be a language to express detailed, interactive, personality-rich
behavior, has guided much of the design of Hap. How Hap was influenced by this goal, and
how it can be used for this expression is the topic of much of Chapter 4 and later chapters.
See Sections 4.3.1, 4.4.1, 6.3.2, the end of Section 4.5 and Section 7.7 for discussions that
directly address this expression.

Although these sections discuss the expression of personality in Hap, theissueis spread
throughout the dissertation because it is one of the central points of the thesis. It has
impacted nearly everything from the initial decision that goals get their meaning from
author-written behaviors to the details of how a particular agent expressesits fear in all of
itsbehaviors, and | have tried to convey that impact and opportunitiesfor expression in the
previous chapters.

157
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9.1.2 Unified Architecture

Chapters 5, 6 and 8 describe how all of the aspects of an agent’s mind are implemented
directly in Hap. Chapter 5 describes how arbitrary computation and composite sensing
are expressed in Hap. Chapter 6 describes how the basic mechanisms for creating and
combining emotions as well as the personality specific expression of what a particular
agent becomes emotional about and how it expresses those emotions are expressed in Hap.
And Chapter 8 describes how natural language generation is directly expressed in Hap.
Thus, | believe | have presented evidence that Hap can serve as the basis of a unified
architecture.

9.1.3 Architectural Support for Requirements of Believability

The remaining goal of the three goals for Hap was that it provide architectural support for
the requirementsof believability presented in Chapter 2. Figure 9.1 givesasummary of the
support for these requirements given by Hap. Each of them is describe in more detail here.

e Personality: Hap provides architectural support for the permeation of personality
through all aspects of the agent by being a language for the detailed expression of
personality-specific behavior. Thisis described in Section 9.1.1. By implementing
all aspects of the agent’smind in Hap, thisexpression of personality isnot limited to
action-producing behaviors, but also can include all aspects of the agent’s mind.

e Emotion: Hap provides architectural support for Emotion through its integration
with Em. Emotions are generated when important goals (annotated by the author)
succeed, fail or are expected to fail. Some of this process is automatic, and other
aspects require information about the personality being created, for example what it
cares about and who it blames when an important goal fails. The generated emotions
are automatically summarized, decayed over time, and mapped to behavioral features
by an author-specified personality-specific mapping. The resulting features, emotion
summaries, and raw emotions are available to all aspects of the agent’s behavior
to express the emotions in the full range of its activity. (See Chapter 6 for more
information.)

e Self Motivation: Hap provides some support for the appearance of self motivationin
that it requiresan author to specify top level goalsfor the agent’s active behavior tree.
The author is encouraged to create top-level goals that require no external stimuli to
arise. The detailed description of an agent, Wolf, in Chapter 7 shows how one top-
level motivation structure is constructed, with goals that arise from external stimuli,
internal stimuli and without any such stimuli. The requirement of self motivation is
that the agent appearsto have self motivation. Such atop-level structure allows that
appearance to be achieved, but the behaviors that are enabled by the structure must
display the self motivation in a way that it is visible to people interacting with the
agent. Doing thiswell depends on the personality being constructed, the world being
constructed, and the goals of the author.
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e Personality: yes — language for expressing detailed, personality-specific
behaviors.

e Emotion: yes— integration with Em.

e Self Motivation: some — top-level goals, motivation structure of agents
including top-level goals that require no external stimuli to arise.

e Change: no architectural support

e Social relationships. yes — integration with Em.

e Consistency: no architectural support

e |llusion of Life:

— Appearance of Goals: yes— explicit goals.

— Concurrent pursuit of Goals: yes— automatic, greedy, author man-
aged by conflict, priorities and structure of behaviors.

— Parallel Action: yes— same as above.
— Reactive and Responsive: yes— reactive annotations, parallelism.
— Situated: yes— behaviorschoseninthe moment, reactive annotations.

— Appear Resource Bounded —body and mind: yes— action resource
conflicts, author-specified conflicts, and single processing bottleneck

— Exist in a Social context: no architectural support

— Broadly Capable yes — unified architecture.

— WEell integrated (capabilities and behaviors) some — unified archi-
tecture.

FIGURE 9.1: Architectural support for Requirements for Believability.
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Change: Hap provides no particular support for the requirement that agents grow
and change. It isimportant that any such support not cause change that iswrong for
agiven personality.

Social relationships: Hap isintegrated with Em which provides explicit support for
the social relationships of 1ike, which captures the notions of like and didike. In
addition, Neal Reilly’swork on Em has included advances in building social agents,
and | believe Hap supports these advances.

Consistency: Hap providesno architectural support for the consistency of personality
requirement.

[llusion of Life:

— Appearance of Goals: Hap has explicit goals, that derive their meaning and
activity from the behaviors written for them. These behaviors often show,
through the activitiesthey structure, that the goal is present.

— Concurrent pursuit of Goals: Hap automatically pursues multiple goals con-
currently. It does this in a greedy manner, pursuing as many goals as time
allows given the flow of events in the real-time world. The pursuit of concur-
rent goals is managed by physical constraints of the domains — actions that
have resource conflicts cannot be executed at the same time. It is also managed
by author-specified information: conceptual conflicts between goalsor between
goals and actions, the structure of behaviors (where parallelismisallowed), and
the priorities of goals.

— Parallel Action: When Hap automatically pursues multiple goals concurrently,
often resulting in parallel action execution. This concurrent execution of goals
is subject to the same management as above (by action resource conflicts,
author-specified conflicts, structure of behaviorsand priorities).

— Reactive and Responsive: Hap provides reactive annotations to any goal or
behavior. This tight syntactic coupling of reactive annotations to the concepts
they affect ismeant to encourage and suggest reactive annotationsin the author-
ing process. Hap aso allows easy expression of demons at any level including
thetop level, and supports parallelism to take advantage of these demons. Such
demons, when they arerelatively high priority, can be used to respond to events
that require quick responsetime. Inaddition, Hap iscompiled and uses selective
sensing to allow its processing to be responsive in practice.

— Situated: All behaviorsareinterpreted with respect to the momentinwhichthey
areinstantiated. Preconditionsfor behaviors can be used by an author to encode
how aparticular personality variesitsbehaviorsbased onthesituation. Reactive
annotations can recognize changes in the situation for which the personality
should respond.

— Appear Resour ce Bounded —body and mind: Hap enforces physical resource
limits by enforcing action resource conflicts. Hap also has a single processing
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bottleneck: it expands a single goal or executes a single action at atime. It
manages this bottleneck in response to the flow of activity in the world by
always attending to the highest priority goals first and mixing in other activity
only astime allows. The author controlsthis greedy management of the mental
resource bound by specifying the priorities for an agent’s goals as appropriate
for its personality.

— Exist in a Social context: Hap provides no architectural support for following
the social conventions of a particular world.

— Broadly Capable: Hap provides support for the agents appearing broadly
capable by being a unified architecture for all aspects of the agents mind. It
includes support for action, sensing (both primitive and patterns over time),
emotion, arbitrary computation and natural language generation.!

— WEell integrated (capabilities and behaviors): Hap provides support for the
integration of capabilities by allowing the expression of all capabilities of
the agent’s mind in the same language of goals and behaviors. In this way
activities of different capabilities can be mixed by including the goals for these
activities in a single behavior. Multiple examples of this mixing are given in
Chapters 7 and 8. For theintegration of behaviors, Hap provides some support
because of the authoring nature of behaviors and the reflection capabilities in
Hap. Behaviors can use reflection or sensing to know what behaviors have
recently executed to make appropriate author-specified transitions. The need
for appropriatetransitions between behaviorsisthe subject of Phoebe Sengers's
Ph.D. thesis research [ Sengers 1996].

9.2 Empirical Evidence

The above analysis suggests the progress that this work makes to addressing the needs of
believability. The question remains, however, of doesit really work? What evidence do |
have for how well the approaches presented in this thesis work? In this section | present
empirical evidencefor thelevel of believable agent that has been built using thistechnol ogy,
and evidence that others besides myself can use thistechnology for constructing believable
agents.

9.2.1 How Believable an Agent Can Be Made in Hap; What Evidence
Do | Have?

Evaluating believability in agents, as in traditional non-interactive characters, is a funda-
mentally subjective pursuit. This is the process that has been used in the arts since they
began. People go to amovie or play and say whether so-and-so was “good” in the role of
Macbeth (usually along with how they liked the play). The most formal evaluation we have

1The natural language generation work is preliminary.
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evolved for characters are critics who give their reviews. These reviews, although more
informed, are till subjective opinions. To complicate this subjective process is the fact
that no two people, especidly critics, agree in these subjective judgements. Nevertheless,
building believable agents and somehow getting these subjective judgements seems the
only way to obtain evidence for how good a believable agent can be built.

One way of measuring such subjective judgements to judge how believable traditional
characters are is to look at how many people choose to go to see the work. This metric
doesn't work very well if the work doesn’'t focus on character. People pay to see the
movies with good special-effects and strong adventure with less concern for how good the
characters are. But the more the work focuses on character, the more the success of the
work can be attributed to the success of the characters. Movies like Terms of Endear ment
(1983) or most of the movieswith Meryl Streep or Sophia Loren simply are not successful
unlessthe charactersare good. 1n these moviesthe box office gives someindication of how
good the characters are.

To see what evidence there is for the level of believable agent that can be built using
my technology, we must look at the agentsthat have been built for evidencein one of these
forms. A number of agents have been built in the Hap architecture. The ones that most
fully use the features of the architecture and have been most widely seen and interacted
with by normal people are the Woggles. The Woggleswere originally shown at the AAAI-
92 Al-based Arts Exhibition and then subsequently at SIGGRAPH-93, at Ars Electronica
'93, and in the Boston Computer Museum. At the Boston Computer Museum they were
exhibited for about a year.

The Woggles are a character-based world. They use the physical world and bodies
described in Chapter 3 without the Say action. This world was designed to be ssimple with
the complexity coming from the characters. There are no objects in the world beyond the
characters, and the only mechanism is the “chute” which functions similar to a playground
dide. There are three computer controlled agents in the world, including Wolf who is
described in detail in Chapter 7, and the fourth body is controlled by a human user using
themouse. Thus, like character-based films, thereislittlein the world to keep the attention
of people except the agents.

The Boston Computer Museum doesn’t keep detailed statistics about their exhibits, but
the Director of Exhibitsand the Executive Director of the Museum had these observations:?

It wasthere for about ayear. (We don’'t have written recordsin inventory since
the machine was aloaner.)

The computer museum gets 150,000 people a year; probably about 30,000
people used it.

People needed alittle help to get started. And so we had signage up for them.
But then they used it on their own, and it was a big hit.

It was one of those exhibits that people either get or don’t. Some people spent
time and got into it, and others just saw bouncing balls and moved on.

2These quotations were given by personal communication.
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If they did get it, then they enjoyed it. They laughed, and usually played with
it for awhile.

The ones who got it, usually played with it for 5 to 10 minutes.

10 minutes is a long time for a public exhibit. We have only a few exhibits
that people interact with for that long. They sense other’s presence, and want
to keep moving.

It was extremely popular. People were visibly laughing and having fun.

The response was overwhelmingly positive because it was colorful, engaging
and because of the endearing aspects of the creatures.

These observations include anecdotal support that suggests that the Woggles achieve
some level of believability. The hard evidence they give is similar to the second form of
evidence above: they are believable enough to engage people for 5 to 10 minutes.

9.2.2 Can Anyone but Me Build Them?

An approach and technology for building believable agents is of limited use if the creator
is the only one that can use them. So, a natural question in evaluating this work is. can
anyone but me use the technology to build believable agents?

One piece of evidence to address this question comes from the Woggles, the same
system that was exhibited at the Boston Computer Museum as described in the previous
section. The behaviors of the Woggles were built in six weeks by five people. Three of
these authors did not have previous experience with the architecture. (The other two were
myself and Scott Neal Reilly.) Over the course of building the Woggles, these three others
learned the architecture and built the mgjority of the Woggles' behaviors. | built less than
afifth of the behaviors because | was aso concentrating on building the Hap architecture.

Other evidence that this technology can be used by others are the other researcherswho
have chosen to use it for their own work in believable agents or related areas.

Scott Neal Reilly used Hap as the agent architecture for his doctoral thesis research
on emotion and social knowledge for believable agents. This work is reported in his
dissertation, Believable Social and Emotional Agents[Neal Reilly 1996]. Inthiswork Neal
Reilly developed a model of emotion and an approach for social knowledge for believable
agents as well as building several agents.

Phoebe Sengersis currently using Hap to pursue her doctoral thesis research on transi-
tions between behaviorsfor believable agents. Sheisworking to build agents that combine
many behaviors while remaining coherent and understandable as a whole [ Sengers 1996].

Barbara Hayes-Roth at Stanford University has used Hap as part of her architecture for
agentsin the Virtual Theater Project [Hayes-Roth and van Gent 1997]. In thiswork Hayes-
Roth is creating computer-based “improvisationa actors’ that can be directed by children
to construct stories. The actors must be able to take direction and generate improvised
activity that is appropriate to their personality.
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Charles Rich and others at Mitsubishi Electric Research Laboratories have used Hap as
part of agents they built for a real-time, interactive, animated world [Rich et al. 1994].

A version of my technology is also being used in a commercial product. Fujitsu, Ltd.
iscurrently selling a product in Japan and the USA called Teo, that showcases a believable
agent called Fin Fin. The system allowsoneto interact with Fin Fin, and build arelationship
with him over time. Fin Fin uses Fujitsu’s implementation of Hap for part of its control.

9.2.3 Evidencefor NLG Portion

The natural language generation portion of the work is at an earlier stage than the other
parts described in this dissertation. There is some evidence that the fundamental merging
of NLG with the rest of the architecture works, and there are examples of the combined
system responding to many of the challenges raised in the introduction to Chapter 8. But
there is no evidence yet for being able to build complete agents using this system that are
believable. Thereis also no evidence that others besides myself can use the system. These
are both natural areas for future work.



Chapter 10

| ssues and Guidelinesfor Building
Believable Agents

The previous chapters have described the task of creating believable agents and technology
that | have created to address that task. At this point | want to take a few pages to address
issues in building believable agents that are not addressed by the previous chapters. This
collection of issues and guidelines are eclectic, with the unifying themethat | think they are
the most important and under-represented (in the rest of the dissertation) of alarger set of
such issues for working in this area.

| will not be proving any of these statements. You may choose to not believe some
(or al) of these. But these are beliefs that | have come to after eight years of working
and thinking about building believable agents. In many cases, they represent reversals
of deeply-held positions that | feel | have been forced to accept as | have struggled to
understand and face the problem squarely.

10.1 Study and Build the Unique: Generality is Good Com-
puter Science but Bad Believability

Computer Science, and Artificia Intelligence as a part of it, rewards, values and pursues
general solutions to problems. This is appropriate for much of computer science because
general solutions are possible, and are more useful than narrow solutions.

In believable agents, however, the nature of the problem is in conflict with generality.
Believable agentsarelargely about the unique. No one goesto see Inspector Clouseau inthe
famous Pink Panther movies because heis ageneral solution to the “ believable character”
problem. They go to see him because of the individual personality and character that is
brought to life on the screen.

To make progress toward building interactive versions of such powerful characters we
need to embrace this aspect of the problem. As discussed earlier, this seems to require
that the envisioned personality permeate the decisions made when developing all aspects
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of an agent, abstract or concrete, low-level or high-level. If that means that particular
solutions have less generality than we would like, that is infinitely better progress than
genera solutionsthat don’'t address the problem.

10.2 Embrace Integration: The Hazards of Modularity

Similarly, modularity is one of the marks of good computer science. And like generality,
this is for good reason. Modularity often allows for code re-use, more understandable
systems, the ability to make independent progress on components of the system and plug
them in when they are ready, and several other advantages.

But, like generality, modularity isin conflict with the needs of believable agents. Tight,
seamless integration is needed for believable agents. When creating a personality-specific
behavior to express a portion of a particular believable agent, an artist needs to be able to
freely use and combine any of the agent’s avenues of expression. Any hampering of this
expression due to modularity boundaries will be destructive to the needed expression.

Inaddition, it isimportant for believability that people interacting with the agents not be
able to see module boundaries. A viewer can't tell when Humphrey Bogart isin “language
generation mode” versus “acting mode’. He and al charactersin the arts seamlessly blend
these capabilities.

In many ways this observation goes beyond just modularity. It impacts various aspects
of “neat” artificial intelligence and computer science. In my experience building believable
agents and working with othersto build them, | have found that when working to express a
personality, authors always want to modify any part of the architecture that gets in the way
of what they aretrying to express. This frequently has meant breaking abstraction barriers,
working around “defaults’ intended to make life easier for the author, and changing aspects
of thearchitecturethat get in theway of their expression. Thisiswhy my work hasgradually
moved toward alanguage in which the artist can express a personality.

Artists are breakers of rules, including those imposed by modularity boundaries. This
is for good reason; the goal is to express an envisioned unique, quirky, rule-breaking
personality in interactive form, not to make reusable code. Anything that enables or
facilitates flexible expression by the author is precisely what is needed to advance thefield.

10.3 Build Expressive Tools. PrimitiveToolsMight Be Better
Than High-Level Tools

When | describe my research, computer scientists often assume that what | am working
toward is something like the believable agent building machine. The vision is normally a
machine that allows oneto set values for the personality you want, for example avalue for
theintrovert/extrovert scale, another for the body size, etc. From this set of values (usually
envisioned as a small set), the machine produces the believable agent that is defined by
these properties.
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Character-based artists never make this assumption. Their first concern tends to be
whether they will have enough control to create the personality they envison. How easy
thetoolsareto useisaways secondary to this concern of being ableto expresstheir vision.

This difference, | think, reflects deep properties of the problem of believability that
character-based artists understand by virtue of working relatively longer on the problem.
They understand the underlying fallacy of the “agent building machine” described above:
that isthat for any set of values set on such amachinethereisnot just one character that fits
those values, but rather an infinite set of charactersthat fit them.! And they want to choose
and create a particular character. The details are everything.

This may be why the tools of artists in general tend to be relatively low-level; ex-
pressiveness is paramount. Painters put every drop of paint on the canvas with brushes
even though machines that automatically paint between the lines could be built. Directors
carefully stage and craft every shot for their films. Writers choose every word for a novel.
Thisis because the details are crucially important in the work they are creating.

For artistic, high quality believable agents, the details are just as important. And so
the tools must be just as expressive. Any attempts to create labor-saving tools (higher
level languages, believable agent toolkits, etc.) that undermine this expressiveness are
misguided.

10.4 How to Make Progress Without Modularity, Code
Reuse and High-Level Tools

One of the reasons generality, modularity and high-level tools are so valued in computer
science isthat they make progressin the field possible. If the nature of the problem forces
researchers in believable agents to give up these aids to progress, then how can progress
be made in this new art and science? Thisis an important issue, and one which | believe
researchers in this field will have to address. As a dtart, | would like to suggest three
possible approaches.

10.4.1 Inspiration from Previous Art/Agents

One of the best waysto make progressin the arts (and | would argue in computer science) is
by inspiration from previouswork. When apainter sees apainting in agallery that inspires
him, he doesn’t go home and try to duplicate it. Instead, the striking painting is in some
way inspirational to him. It might suggest a new way of doing things, or smply a level
of expression that the artist didn’t know was possible, or perhaps something less easily
described. In any case, this inspiration, rather than leading to direct use in the painter’s
work, causes various forms of indirect use depending on the nature of the inspiration. He

How many values would be needed to uniquely determine only a single character is an interesting
guestion. | wouldn’t want to count them.
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might think about hiswork in new ways, or try new techniquesto get as powerful an effect,
but the resulting work will still be hisown. The change is one of inspiration.

Artists of all media do this al of the time. The Disney animators in the beginning
of their studio thought this form of progress was so important that they made it amost a
formal part of their work. Whenever Walt Disney or adirector thought a piece of animation
was particularly good, or had captured some important quality, he called all of the other
animators over to see it. These animators then went back to their own work, which was
usually quitedifferent. The valuethey gained was not animation reuse, but learning through
inspiration.

The same inspiration can take place in believable agents. Some might argue that thisis
a dominant path of progress in computer science research already.

10.4.2 Copy and M odify

Codereuse, ingeneral, may be against the requirementsof believableagents. It goesagainst
the maxim that no two characters ever do something in the sameway. But it ispossible that
a reasonable approach might be copying and modifying portions of existing agents. The
modifyingis crucial, without it thereis|ittle hope that the existing behavior would work in
the new personality. The process must still be one of authoring.

Again, one might argue that thisis already a part of computer science research culture.
It is rare to incorporate someone else’'s work in your research without modification. In
this case, because of the nature of believability, the modification is all the more crucial.
The greater the modification, the closer this method approximates progress by inspiration
above.

10.4.3 Agent Reuse

Piecemeal code reuse might not be compatible with believability, but a different view of
the method might be fruitful. One could reuse whole agents rather than portions of agents.
Given a developed framework for an agent and a particular believable agent built in that
framework, an author could continueto devel op and extend that agent for aseries of worlds,
interactions, etc. Over the course of this development the agent could be used in a series
of interactive story worlds, interfaces, or other situations. This would, of course, involve
new challenges and problems, but it might be a promising path for progress that is not in
conflict with believability.

Many existing systems have benefited from such a long development life. The Soar
architecture[Newell 1990; Rosenbloom et al. 1993] isaparticularly richexample. By being
actively pursued for well over a decade now, Soar researchers have a different perspective
than other artificial intelligence researchers who have more freely changed platforms.
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10.5 Irrationality Is OK: The Hazards of the Assumption of
Rationality

Much work in artificial intelligence assumes that we want to build rational agents. Thisis
probably a correct assumption if we want to build robotsto assist us, or information agents
to manage our mail. This is not an appropriate assumption if one is building believable
agents. Many characters are irrational. Some might argue that those are the interesting
ones. Authors need to be able to build believable agents that are irrational. If believable
agent researchers adopt the assumption of rationality in their research, they run the risk of
blocking the construction of believable agent versions of these rich characters. It is not
clear to me how far irrationality reaches in believability. It is possible that no believable
agent could be built in an architecture that enforced the rationality of its agents.

10.6 Study the Arts (Believable Characters)

Thefinal issuel want to addressfor how to build believable agentsisto study the character-
based arts. The space of knowledge in this areais large and nearly completely uncharted
by computer scientists. The nearest cousinsto believable agents are believable characters.
Thisdomainisimmense, but artists have been working to understand it for millennia. What
they know may be foreign. 1t may undermine long held beliefs for computer scientists (as
it hasfor me). But when they areright, researchersin believable agentsignore them at their
own risk.
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Chapter 11

Conclusion

In this chapter |1 conclude by first summarizing the results of the dissertation. | then
compare and contrast to recent related work. Finally, | give some thoughts on promising
futuredirections.

11.1 Summary of Results

The goal of the research reported in this dissertation isto make progresstoward the creation
of believable agents. In directly attacking this goal, | have addressed a number of areas.

11.1.1 A Study of Believability

Thefirst result of thisdissertation isastudy of the problemto be solved. This study hastwo
parts. astudy of believability in traditional character-based arts, and astudy of believability
for agents, primarily drawing on experience in multiple attempts to construct such agents.
Both are necessary. Studying existing art is necessary because artists have struggled to
create believable characters for decades, or millenniadepending on the art form, and much
of what they know applies equally well to the creation of believable agents. Attempting
to build believable agents and using that experience to study believability is also necessary
because the nature of autonomous agents brings new challengesto believability that are not
focused on by traditional artists.

The results of this study show up in multiple places within the thesis. First, they are
the basis upon which the requirements from Chapter 2 and Chapter 8 are drawn. Second
they are, in large part, the basis of the ideas presented on issues and guidelinesfor building
believable agents in Chapter 10. And third, the results of this study are spread throughout
the thesis as methodol ogy, ways of thinking, examples, and incidental remarks.

David Chapman argueswell in histhesis [ Chapman 1990] that the most important result
of many worksin artificial intelligence are approaches, ways of thinking about aproblem. |
hopeif onetakes any onething fromthis dissertation, it is an understanding of believability
and ways of thinking about the problem.
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11.1.2 An Architecturefor Believable Agents

The second result of this thesis is an architecture for creating believable agents. This
architecture includes Hap and the technical components built upon it. Hap was specifically
designed to support the creation of believable agents in three ways. It isaformal language
of expression for conveying detailed, personality-rich, situated behavior. Such alanguage
isneeded to think about the details of personality beyond theinitial generalized descriptions
of a character. It is not enough to know that the character is a villain who hates children.
To describe apersonality in the detail needed for building a believable agent, you must also
know how the villain walks, what she does for fun, what she cares about, what she reacts
to and when, what she does and doesn’'t do at the same time, etc. Hap is alanguage for
expressing these details.

The second way in which Hap supports the creation of believable agents is as an
architecture that provides support for many of the requirements of believability. This
support is described in detail in Chapter 9.

Third, Hap is aunified architecture for the expression of all aspects of an agent’s mind.
By implementing all of these aspects in Hap they inherit Hap’s architectural support for
believability.

11.1.3 Steps Toward Natural Language Generation for
Believable Agents

The third result of thisthesisis an approach for natural language generation for believable
agents. Thisresult includesadescription of the requirementsfor natural languagein believ-
able agents, an architecture for supporting these requirements, and an example grammar and
behaviors that use this architecture as part of an agent’s behavior. The resulting behaviors
address some of the key requirements for language generation in believable agents.

This aspect of the work does not yet include a complete agent that uses language, or
evidence that others can use it to build their own believable agents.

11.1.4 Agents

A number of agents have been built using this framework. | built the behaviors for
a smulated cat called Lyotard which has been reported previoudy [Bates et al. 1994,
1992]. | helped build the Woggles, and | built behaviors that use language for part of the
behaviors of a complete agent.

These constructed agents show how the technologies described in the dissertation can
be used together to build complete believable agents. In addition to appearing as examples
throughout the thesis, a complete description of one of these agents appearsin Chapter 7.
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11.1.5 Evidence of Success

| have presented evidence that thiswork makes progresstoward building believable agents.
Thisincludesresults of ayear of the public’sinteraction with agents built in thisframework
when the Woggleswere exhibited at the Boston Computer Museum. Theempirical evidence
shows that some level of believability can be achieved using the approach described in this
thesis. It aso shows that others can learn the framework and use it to build believable
agents.

In addition, there have been a number of other researchers using this architecture for
their ownwork. Therearetwo Ph.D. thesesfocusing on aspects of believable agentsbesides
my own that use thisarchitecture. Researchersat Stanford and Mitsubishi Electric Research
Labs have used the architecture in their work, and there is a commercial believable agent
product based in part on this architecture.

11.2 Redated Work

In Chapter 1, | discussed work up until about 1990 that influenced the work presented in
thisthesis. In thissection | discuss more recent work that relates in some way. | focus on
works that relate to believable agents as awholefirst and include worksthat relate in more
specialized ways toward the end of the section.

11.2.1 Virtual Theater

Hayes-Roth and her colleagues are building systems for improvisational theater [Hayes-
Roth and van Gent 1997]. These systems include semi-autonomous agents that can be
directed by children to build stories or improvisational experiences. Her agents use BB1
[Hayes-Roth 1995] to interpret the situation, provide choices to the children and cause the
agents to perform the chosen behaviors. Her system uses Hap as described in this thesis
to realize the behaviors. (Another version of Hayes-Roth's system uses the Improv system
described below.) Her Hap agents have no motivational layer, and in fact no autonomy?;
instead, they are controlled by a script provided by the children or by the children’s direct
control using the interactive interface the system provides. In addition to the behaviors
provided by Hap and the combinations of those behaviors provided by BB1, the system
also allows speech actions by being able to play one of 250 prerecorded phrases. This
combination makes for a powerful “stage” in which children can direct and improvise, but
since the agents are not autonomous, the component that is directly related to believable
agents isthe behaviorsthat locally carry out the children’s direction.

A previous version included limited autonomy by the agent actors, but this was found to confuse the
children who were directing them.
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11.2.2 Improv

Similar to Hayes-Roth’s system, in that it emphasizes believable movement but is not in-
tended as autonomous believable agents, isthe work of Ken Perlin and Athomas Goldberg.
Perlin has built an animation system based on ideas from his work in procedural texture
synthesis [Perlin 1995]. This approach produces compelling movement in human figures,
the movement is especially compelling in his dancer [Perlin 1995]. Originally this work
created “puppets’ that were controlled by a person choosing which behavior the puppet
performed at any given time. More recently thiswork has been progressing toward auton-
omy. Together Perlin and Goldberg have extended this animation system to support scripted
agents [Perlin and Goldberg 1996]. These agents are still not complete believable agents.
Thefocus, instead, ison providing toolsthat allow artiststo create powerful scripted scenes
with these agents.

11.2.3 ALIVE

For histhesiswork, Bruce Blumberg has created an autonomous agent architecture [ Blum-
berg 1996] and a number of agents, most notably asimulated dog and hamster. Blumberg's
architecture draws on ethology, the study of animal behavior, for much of its structure.
Behaviors are created as independent, competing entities that continuously vie for control
of the agent. He provides mechanisms to aid in the relevance of an agent’s resulting be-
havior to its goals, and for limiting the amount of switching between the goals to give an
appropriate amount of persistence to the agent’s behavior. The system also includes an
interesting framework for mixing primitive actions from multiple behaviors. In addition,
the architectureincludes an ethol ogically-motivated model of learning, and apromising ap-
proach to robust navigation and obstacle avoidance for virtual agentsin its use of synthetic
vision for these pursuits.

Blumberg's work is usually presented as part of the ALIVE system developed by Maes
and colleagues [Maes et al. 1995]. ALIVE is an impressive combination of technologies
that creates a visual “magic mirror” in which a user can step in front of a large monitor
and see himself in a fantasy world on the screen. It uses computer vision and graphics
technology to merge the video image of the person with the computer generated scene, as
well as recognizing position and gestures made by the person to alow interaction with the
computer-created world.

This approach seems a promising one for the creation of agents with realistic animal
behavior, which has some commonalities with the goals of believability. However, as
argued in this thesis, there remain significant additional requirements of believability not
addressed by the ethological approach.

11.2.4 Herman

James Lester at North Carolina State University has built an architecture to increase be-
lievability in animated pedagogical agents [Lester and Stone 1997]. His system includes
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an animated bug, called Herman, that teaches kids about plants. Herman is controlled by
a pedagogical sequencing engine [Stone and Lester 1996] that chooses appropriate speech
and animation segments to perform its teaching role. During the pauses between these
segments “ believability-enhancing behaviors’ are chosen and executed by a complemen-
tary part of the architecture [Lester and Stone 1997]. There are 15 believability-enhancing
behaviors of durations between 1 and 3 seconds. They are activities such as scratching his
head, twiddling histhumbs, sitting down, etc. The choice of which believability-enhancing
behavior to performis based on its appropriateness to the learning situation.

Lester’s system is an interesting mixing of the needs of a pedagogical agent with
approaches toward believability. Teaching is Lester’s primary goa in this work, and to
avoid damaging the ongoing learning experience, believability takes a secondary role. The
personality of Herman primarily comes across in the canned animation sequences, with
the autonomous portions adding some illusion of life, but not constituting afull believable
agent. Thereisno notion of the agent having self-motivation, emotions, appearance of goals
(beyond the goal to teach), or interactive personality. At alow level, the system executes
one behavior (pedagogical or believability-enhancing) at atime, and often has momentsin
which the agent is motionless for multiple seconds. Yet, Lester seemsto clearly understand
and value the goal of believability, and this makes hiswork rare among the work to date.

11.25 Julia

Michael Mauldin has created an autonomous agent called Julia[Mauldin 1994; Foner 1997]
that regularly interacts with people in multi-person text-interface worlds (MUDs), and has
participated in the modified Turing Test of the Loebner prize competition. Juliais an agent
that interacts primarily through text communication (although she also actsin MUDs). The
task Mauldin faceswith Juliais different from thetask of creating a believable agent. Firgt,
in both the MUDs and in the Loebner prize competition Mauldin is often going up against
sceptical interactors who are actively trying to find out if Julia is computer controlled or
not, rather than the willing suspension of disbelief in believable agents. Second, in both
of these domains interactions are primarily through text alone. The architecture of Julia
is engineered for these differences. She uses a ssimple parser, primarily prewritten text
responses, a simple discourse model and an elaborate arbitration mechanism to match the
parse (or lack of a parse) and discourse state to a prewritten response. The personality of
Juliaisdue to the crafting of these prewritten responses and the arbitration mechanism that
chooses which response to give at any moment. These two elements have been devel oped
over many years to give Julia competence in carrying on a conversation for a remarkable
amount of time.

11.2.6 NL-Soar

Jill Fain Lehman and colleagues have built a real-time, responsive language generation
system that is mixed with action in their NL-Soar system [Lehman et al. 1995; Rubinoff
and Lehman 1994; Lonsdale in press|. Some of the work being doneis in the context of
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the Soar IFOR systems in which Soar agents participate in military training simulations.
These simulationsare run in real-timewith soldiers and computer agents both participating.
The Soar agents control aircraft in scenarios in which their plane is outside of visual
range of opponent aircraft. The goal of the work is for the Soar-controlled aircraft to be
indistinguishablefrom those controlled by human pilots. The NL-Soar component has been
used for radio communication in an experimental version of the system in this domain.
Because of the needs of their task, this work addresses many of the same problems
as my work in natural language generation for believable agents described in Chapter 8.
One high-level differenceis that rather than striving for believability with awilling human
participant, they necessarily have the goal of being indistinguishable from human pilotsin
the face of potentially sceptical human interactors. They are also working with the goal of
cognitive plausibility because of Soar’sfocusas atheory of human cognition. Nevertheless
thegoal of supporting thetypesof communication that peoplereally use, including al of the
timing variations, mixtureswith action, etc. issimilar to what isneeded for believability and
to what | addressed in that portion of my work. My understanding isthat because their task
domain involves communication by radio outside of visua range, they have not pursued
coordinated action and language to accomplish a single communication goal. Also, their
agents as yet have no emotion model, so they have not explored this aspect of integration.

11.2.7 Gandalf

Kristinn Thérisson in his thesis work [Thorisson 1996] has built an interesting system
that addresses many issues in face-to-face communication. His agent is rendered as a
computer-animated face and associated hand. People interacting with the system must
wear sensors and a close microphoneto enable his agent to sense their position, sense what
they are looking at, sense their hand position over time, and perform speech recognition.
Using this system he has tested his theory for psychologically motivated, natural, high-
bandwidth communication using speech, eye contact, and gesture. His agent participates
in conversations by attempting to produce all of these modalities at moments appropriateto
the ongoing conversation. Because of thefocusof his research, his system does not attempt
to express a personality, have an emotion model, have agency outside of the conversation,
or other aspects needed for believable agents. It also uses prewritten text rather than
performing natural language generation. Nevertheless, the techniques used in his system
address a subset of the requirementsfor language use in believabl e agents, and could clearly
be useful in such agents.

11.2.8 Other Work

“Teo — The Other Earth” is a commercia product by Fujitsu Limited. Teo features a
believable agent, called Fin Fin, that people can interact with and build a relationship with
over time. The system uses aversion of Hap along with other proprietary technology.

The Persona Project [Ball et al. in press| at Microsoft Research has built a “ conver-
sational assistant” for which believability is a part. Their system uses speech recognition
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and natural language understanding to drive a conversational state machine. This ma-
chine causes their animated bird to play prerecorded segments of audio and large-grained
segments of behavior to participate in the conversation.

For his master’s thesis, Brad Rhodes built an agent architecture that focuses on ac-
tion selection for believable agents [Rhodes 1996]. The system addresses some ways of
expressing an interactive personality through action-selection.

Clark Elliott’s work on the Affective Reasoner [Elliott 1992; 1997] focuses on models
of emotion, and how emotions are expressed. In the pursuit of this work he has built
some autonomous agents, for example poker playing agents. The agents from his affective
reasoner express themselves using synthesized speech with emotional variation, music
chosen to express emotion, and through 60 schematic faces. The schematic faces have each
been drawn to express a particular emotion, and the system morphs between faces when
theinternal emotion changes.

Rich and colleagues [Rich et al. 1994] have integrated a remarkably wide range
of capabilities in their system, including language understanding, speech synthesis and
recognition, low-level motor control, and simple cognition and emotion. Their broad
integration takes a traditional approach in that there are distinct components for each of
the capabilities and they communicate through relatively narrow channels. This resultsin
latencies that degrade believability, but the work nonethel ess represents a high-water mark
in integration.

Cassell and colleagues have built autonomous agents that interact with each other using
speech synthesis and gesture [Cassell et al. 1994] using the Jack human simulation system
of Badler, Webber and colleagues [Badler et al. 1990]. Webber and Badler have more
recently started exploring social behavior and personality-based variation [Badler et al.
1997]. Nagao and Takeuchi [Nagao and Takeuchi 1994] have a system for speech synthesis
and facial animation. Nadia Magnenat Thalmann and Daniel Thalmann [ Thalmann and
Volino 1997; Thalmann et al. 1997] have been working toward a wide range of issues
needed for realistic computer-animated human actors.

Related to my work in natural language generation is the work of Walker, Cahn and
Whittaker [Walker et al. 1997]. They have built a system that makes linguistic choices
based on perceived position within a given social situation. The system includes Cahn’'s
approach for emotionally varied speech synthesis [Cahn 1989].

Scott Neal Reilly and Phoebe Sengers have been long-time collaborators with me and
researchers in the area believable agents. The model of emotion presented in Chapter 6
isNeal Reilly’s work, and for his thesis work he created and integrated with Hap a richer
and more complete model of emotion for believable agents. As part of that work, he also
created an approach to building social knowledge for believable agents, and several agents
to test his approach [Nea Reilly 1996]. Sengers is working to build agents that combine
many behaviors while remaining coherent and understandable as a whole [ Sengers 1996].
Both of their work has included the construction of believable agents using the framework
described in thisthesis.
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11.3 FutureDirections

There are a number of directionsthat | think would be promising avenues for future work.
In this section, | present severa of these ordered from most specific and concrete to most
speculative and far reaching.

11.3.1 Build a Complete Agent to Test the NLG Approach

The approach described in Chapter 8 to natural language generation for believable agents
is preliminary. It has only been used for a small grammar and in portions of an agent. A
natural next step in thiswork isto use this approach for the creation of complete agents and
agrammar large enough for their needs.

11.3.2 Natural Language Understanding for Believable Agents

As mentioned in Chapter 8, to fully gain the benefits of natural language for believable
agents, the agents need to understand as well as generate natura language. Such under-
standing needs to take the requirements of believable agents serioudly, just as is necessary
for generation and therest of abelievable agent. Previoudly, | have discussed some of these
requirements as they affect NLU [Loyall 1997], but part of the process of building such a
capability would be to fully understand how the believability requirements should affect
natural language understanding.

11.3.3 Richer Physical Bodies

The physical bodies that my architecture has controlled have been very simple. Thisis
not necessarily a limiting factor for believability. Much can be done with ssimple physical
bodies. The Disney animators found that they could draw a simple half-filled four sack,
without even eyes, sothat it conveyed arangeof emotionsand actions[ Thomasand Johnston
1981, p. 49]. Using the simple bodies of the Woggles, | do not think we have even begun
to push the expressiveness that they are capable of. Nevertheless, | think an interesting
avenue of research is use this technology to control richer, more complicated physical
bodies. Such exploration could give insight into the complexity that can be controlled
using this technology, and would likely raise new technological and artistic research issues
in the process.

11.3.4 Better Toolsfor the Authoring Process

Authoring a believable agent is not an easy task. There are many details to create, issues
of consistency, and the normal problems of creating an autonomous agent. Given this,
a promising direction for work would be to create tools that make the authoring process
easier. This must be undertaken with care, because as | argue earlier, tools that make the
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process easier at the expense of expressiveness or undermining believability are not very
useful tools.

Also, it is not necessary that such tools be easy for existing artiststo use. Historically,
artists have had to adapt to the demands and opportunities of each new medium as it has
appeared. Those who did not learn and adapt to the new medium did not fare as well as
those who did. Filmisagood example of this. The advantages and expressiveness of this
medium — cuts, filmic montage, zooms, close ups, two shots, etc. — were unknown before
film, and yet one would be hard pressed to find a film today that doesn’t use them. They
are a language of expression that is unique to film, and that has to be learned by aspiring
film students. The same istruein believable agents. Thisisanew medium that istruly a
combination of art and technology. The tools should respect the strengths of the medium,
and augment them, perhaps requiring training to be used well.

11.3.5 Deep, Fundamental Merging with Traditional Artificial Intelli-
gence Technology

This dissertation has presented technology that was specificaly created for believable
agents. The technology draws from particular portions of traditional artificial intelligence.
In the process of responding to the requirementsof believability, the Al technol ogy has been
adapted for the needs of believability, as well as being used differently than in traditional
artificial intelligence.

This dissertation only touches on asubset of the areas of artificial intelligence, however.
Areas such as planning, learning, speech synthesis and vision have not been addressed.
Many of these could be usefully applied to the needs of believable agents. In the process, it
islikely that richer believable agents could be made, and that these research areas would be
faced with new, interesting challenges, that they could be fruitfully adapted to meet. This,
| think, is a promising avenue of research for many subareas of Al, but | want to mention
two in particular.

Intelligence, Reasoning and Planning

Asl mentionin Chapter 1, intelligenceisnot the mainfocusof believability. Therearemany
other problems and qualities that are more centrally important. Nevertheless, reasoning,
planning and in general the goal of making agents intelligent is a part of many characters
in the arts, and could be a powerful part of believable agents.

Traditionally, these areas of research have used as their metric of success optimality,
satisficing solutions, appropriate utility, or cognitive plausibility. For these technologies
to be used in a believable agent, there are other, different challenges. For example, how
should a planner or reasoning system vary its processing for different emotional states of
the agent? How can planners or general-purpose reasoners perform their activities so that
they are appropriate to the social situation? How can one make a planner that plansin a
style appropriate to an artistically chosen personality? These issues and others that arise
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from the requirements of believable agents are important if such systems areto be used in
believable agents.

I, personally, think they will have deep ramifications for the future of planning and
reasoning research, but such a conjecture can only be tested by time.

Learning

Similarly, learning has historically been driven by utilitarian goals. As described in Sec-
tion 2.4, for believable agents the requirements are clear: change should be appropriate to
the personality in which it takes place. Creating learning approaches that are true to the
requirements of believability is a challenging, interesting, and important area of research
for believable agents.

11.3.6 Continually Attempt to Build Better Believable Agents

In addition to those specific goals, there are two ongoing goals that | believe are important
for progressin believableagents. Thefirstisto continually attempt to build better believable
agents. Thisisthefundamental drivingforceof thisareaof research. Itisnecessary toguide
the technology, and it is necessary to judge progress in the field because such judgements
are necessarily subjective.

11.3.7 Continually Study Existing Art Forms

| believeit is aso important to continually study existing character-based art forms. They
have knowledge about the problem that we are only beginning to understand, and that can
guideresearchersinthisfield to understand how to achieve the dream of creating believable
agents.
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Hap Grammar

<hap-character> --> (hap_ral_character <number>
(global_variables <vard>x*)
(include_C <RAL-code>)
(include_rules <RAL-rules>)
(production_memory
<production>*)
(initial_active_plan_tree
(persistent <step>*)
(one_shot <step>*)))

<production> --> (<type> <name> (<formals>)
[<precondition>]
[<context-cond>]
[(specificity <number>)]
[(locals (<var> <value>)*)]
[(dynamic_locals (<var> <value>)*)]

<step>*

[(return_values <value>*)])
(include <filename>)
(1link <filename>)

<type> --> sequential_behavior
parallel_behavior
collection_behavior
sequential_production
parallel_production
collection_production

<name> --> any legal C identifier optionally in a string.

<formals> -=> <var>*
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<precondition> --> (precondition <test>
<sensor-formd>*
[(:code <statement>*)])

<context-cond> --> (fail_when <test>
<sensor-formd>*
[(:code <statement>*)])

<var> --> any legal C identifier optionally in a string.
<test> -=> (<KLHS>+)

<LHS> --> a string containing any RAL LHS clause.
<number> --> any integer

<sensor-form> --> '"<sensor-name>,argl,...,argn"

(e.g. "ESColor,1,156,-1,-1")

<C-args> --> <expression> | <expression>,<C-args>
where <expression> is any valid RAL expression.

<sensor-name> --> The valid sensor names are given in event.h in
the #define for ES_TYPES

<step> --> (with [<success-test>] [<priority-mod>]

[(importance <number>)]
[ignore_failure]
[persistent | (persistent <persistent-type>)]
[effect_only]
[(bind_to <formals>)]
[(dbind_to <formals>)]
[(bind_to_no_shadowing <formals>)]
[(dbind_to_no_shadowing <formals>)]
[(set_to <formals>)]
[in_lexical_scope]

<abstract-act>)

<abstract-act>

<persistent-type> --> when_fails
when_succeeds

<success-test> --> (success_test <test>
<sensor-formd>*
[(:code <statement>*)])
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<priority-mod> --> (priority_modifier <number>)
(priority <number>)

<abstract-act> --> (act <act-name> <valued>x)
(mental_act <statement>)
(subgoal <name> <value>*)
(wait)
(breed_goal <value> <name> <value>*)

<value> --> a string containing a C form that returns a
value (e.g. "a+3", "sqrt(3)", etc.)

<statement> --> any valid RAL or C statement in quotes.
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Appendix B

Natural Language Generation
Grammar

This appendix describes a small example natural language generation grammar that is
supported by Hap. The main description is in the form of an annotated context free
grammar in Section B.1. Because the generation process in Hap is not fully captured by
a context free grammar, annotations are added to note information flow, conditions for
choosing between competing clauses, physical and mental actions, and paralelism in the
grammar. The grammar description is also divided into sections that provide additional
information about the underlying process being described.

The later sections describe supporting information for this grammar. Section B.2
describes the basic group data structure whose content drives the generation process along
with the grammar. Section B.3 presents the abstraction hierarchy used for matching in the
conditional annotations of the grammar, and Section B.4 describes the rulesthat smooth the
sequence of strings that results from the generation process.

B.1 Annotated Context Free Grammar

This grammar description uses an annotated context free grammar. To illustrate the no-
tational conventions used for the base CFG and the annotated information, consider the
following clause.

Relationl — SUbjeCt ((case nominative) hearer)
(feeling sad and desired_ansis <infer time>
‘yes)

Predicate (number person (negative t) (sv_order sv) r_time modal
voice)

ObjectPhrase

1non
3

Predicate (number person (aux only) (sv_order vs) r_timemodal voice)
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SUbjeCt ((case nominative) hearer (pronominalize t))
<return (presumed_ans no)>

The base CFG is composed of uppercase non-terminal terms such as Relationl and
Subject and stringsasterminals(e.g. "to'"). The pure context free grammar portion of the
above clauseis:

Relationl — Subject

Predicate
ObjectPhrase
Predicate
Subject

Adjacent terms (on the same line or in consecutive lines) are interpreted as sequential.
Thus, this clause specifiesthat arelation isanon-terminal Subject followed by Predicate,
ObjectPhrase, the termina string ", ", and the non-terminals Predicate and Subject.
Alternatives are expressed in the normal way using the symbol | or by using multiple
clauses for the same non-terminal.

To this context-free grammar notation, | add four annotations. These annotations
describe conditions for choosing between alternatives, physical or mental actions in the
grammar, dataflow in the grammar, and parallelism in thegrammar. Each of these notations
is described in turn below.

e Under the left-hand non-terminal is information about when this clause is applica-

ble. The above example includes the annotation (fesling sad and desiredans is ‘yes) tO the
clause. Only key preconditionsare listed. Othersareleftimplied, or are describedin
Chapter 8.

Physical and mental actions are expressed asterms of the grammar using the notation
<...>. The above example includes two such notations: <infer time> and <return
(presumed_ans no)>. There are three types of these actions in the grammar. Ac-
tions of the form <infer ...> are mental actions whose function are described in the
clauses given in Section B.1.4. Terms of the form <return . .. > describe information
flow to the later parts of the generation process. Other <...> terms are self descrip-
tive. Like the rest of the grammar, only key return values are included to avoid
obscuring the description with alarge number of them.

Downward information flow is noted by the argument annotations often included
after non-terminals on the right-hand side of a clause. They are typeset in a small
font to distinguish them from the associated non-terminal. In the above annotated
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clause, number and person (@long with other arguments) are arguments to the Predicate
non-terminals. (As described in Chapter 8, number and person are returned by
the generation of the Subject. These return values are noted in the grammar with
appropriate <return ... > formsas above.

e The fourth annotation is not illustrated in the above example. The symbol &can be
included to note parallelism in the gramma.

Termsin sans-serif font, for example Subject or hearer above, represent referencesto
parts of the group structure being generated. Termsin fixed-width font, for example "to",
","or (negative t),areliterals. Termsinnormal font such as Relationl areintermediate
parts of the grammar description with no special meaning. Each sans-serif term on the left-
hand side of one of the productionsin this section are entry pointsin the generation process.
Thus an agent can use this grammar to generate, for instance, a stand-alone Sentence, a
Greeting, or Predicate.

Each non-terminal also has an implicit clause that allows it to result in nothing. These
clauses have been omitted for brevity.

The grammar is divided into four sections. The first, and main, section (Section B.1.1)
describes how different types of groups can be generated. Each clause with a sans-serif
left-hand side term expresses how a group of that type can be generated. The non-terminals
on the right-hand side of these clauses each references subgroups or features of the given
group that is being generated by role. What type of group each role reference results in
dependson the structure of the group being generated. A particular concept being expressed
could have agroup of type action to express the predicate role of arelation group or agroup
of type parameter that specifies the particular lexical item to express the predicate. These
possible mappings (extendible by an author) are described in Section B.1.2. Section B.1.3
describes constant elements of the generation grammar, and finally, Section B.1.4 describes
the inference portions of the generation process.

B.1.1 Type-Based Clauses

Sentence — ngn
Greeting (hearer)
Matrix
Punctuation ((value end_of_sentence) mood)

Greeting — nothing

(hearer islooking at me)
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Greeting —
(hearer is not looking at me
and is nearby)

(Note: hearer featureis not
passed in to generation of
Agent.)

Greeting —

(hearer is not looking at me
and is not nearby)

Relations

Relation —
Relationl -
Relationl -

(parent_predicateis an infinite
verb and hearer is the same
as enclosing clause's subject)

Relationl -

(parent_predicateis an infinite
verb)

Relationl -

Appendix B. Natural Language Generation Grammar

Agent ((value hearer))
Punctuation ((value end_of_pref))

"hey"
Agent ((value hearer))

Punctuation ((value end_of_pref) (mood imperative))

<infer voice>
<infer subject/object>
Relationl

Subject ((case nominative) hearer)

<infer time>

Predicate ((sv_order sv) r_time modal voice number person)
ObjectPhrase

Predicate ((sv_order sv) (r_time infinitive) voice)
ObjectPhrase

nNfoph
SUbjeCt ((case objective) hearer)

Predicate ((sv_order sv) (r_time infinitive) voice)
ObjectPhrase

Subject ((suppress_output t) (case nominative) hearer)

<infer time>

Predicate (caux only) (sv.order vs) r_time modal voice number person)
Subject ((case nominative) hearer)

Predicate ((aux skip_first) (sv.order vs) r_time modal voice number
person)

ObjectPhrase
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Relationl

Relationl

Objects

Obj_Parameter

Role

(valueis object, and
relation_role is actor)

(Actor isin object position.)

Agent

(valueis me)

Agent

(valueis hearer)

—

SUbjeCt ((case nominative) hearer)
<infer time>

Predicate ((negative t) (sv_order sv) r_time modal voice number
person)

ObjectPhrase

1non
3

Predicate (caux only) (sv.order vs) r_time modal voice number person)
SUbjeCt ((case nominative) hearer (pronominalize t))
<return (presumed_ans no)>

SUbjeCt ((case nominative) hearer)
<infer time>
Predicate ((sv_order sv) (direct t) r_time modal voice number person)

ObjectPhrase

1non
3

Predicate (Caux only) (sv_order vs) (negative t)
(use_contractions t) r_time modal voice number person)

SUbjeCt ((case nominative) hearer (pronominalize t))
<return (presumed_ans yes)>

Role (relation_role)
Obj_Arg (features)
<return number person>

Ilbyll

Agentme
<return (number singular) (person 1)>

Agentyou
<return (number singular) (person 2)>
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Agent —

(valueis
last_agent_referenced or
pronominalizeistrue)

(Wogglesdon't have a gender,
but "it" istoo impersonal
when they refer to each
other.))

Agent —

Agentme —

(caseis nominative,
objective, genitive or
reflexive respectively)

Agentyou —

(caseis nominative,
objective, genitive or
reflexive respectively)

Agentshe —

(caseis nominative,
objective, genitive or

reflexive respectively)
Agentbyname —
ObjectPhrase —

Verb/Action Support

Action N

(role=predicate)

Parameter —

(projector isaverh)

Appendix B. Natural Language Generation Grammar

Agentshe
<return (number singular) (person 3)>

Agentbyname
<return (number singular) (person 3)>

nn | ""me" | ||my|| | "myself"

"YO'll” | "YO'll” | ||your|| | "yourself"

""she" | ""she" | "her" | "herself"

"Shrimp" | "Bear" | "Wolf" | "User"

ObjeCt ((case objective) voicehearer (parent_subject
projector(subject)) (parent_predicate
projector(predicate)))

Location
Manner

<infer predicate>
Predicate (features)
<return predicate>

<setup dynamic locals aux_generated and suppress_output>
<set suppress_output to 1 if (aux skip_first)>
Paramverbl
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Paramverbl

Paramverb2

R_Time
(value=infinitive)
(value=past)

(value=not_past)

Modal

(value=conditional)
(value= emphatic)
(value=intent)
(value=possibility)
(value=ability)

(value=obligation)

Perfect

(value=t)

Progressive

Progressivel
(value=t or region)
(value = begin)
(value = finish)
(value = start)
(value = stop)

(value = continue)

\Voice

(value = passive)
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<demon: if suppress_output = 1 and aux_generated = 1, then

Set suppress_output = 0>
Paramverb2

R_time

<infer modal>

Modal (inflection negative number person)
Perfect (inflection negative number person)
Prog ressive (inflection negative number person)
Voice (inflection negative number person)

Arg (inflection negative number person)

Iltoll

<return (inflection past)>
<return (inflection not_past)>

Will ((inflection past) negative number person)

DO (features)
Will (features)
May (features)
Can (features)
Must (features)

Have (features)
<return (inflection past_part)>

Progressivel
<return (inflection pres_part)>

Be (features)

Begin (features)
Finish (features)
Start (features)
StOp (features)
Continue (features)

Be (features)
<return (inflection past_part)>
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Arg — Word (number person inflection negative)
(projector isaverb) Particle
Adverb
Word — Root
(projector isaverb) Inflection (number person)
Word — <infer contraction>
(projector isan auxiliary verb) Root (inflection number person contraction)

Negative (contraction)
<add one to aux_generated>

Regular Verbs
Root — "want"
(value = want)
(value=like) | "like"
(value = play) | "play"
(value = finish) | "finish"
(value = start) | "start"
(value = stop) | "stop"
(value = continue) | "continue"
(value = cause) | "cause"
(value = lead) | "lead"
(value = follow) | "follow"
Inflection — ngt
(value = not_past, person = 3,
and number = singular)
(value = past or past_part) | "ed"
(value= pres_part) | "ing"
Negative — "n’t"

(contraction =aux)

Negative — "o 'pot"
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Irregular and Auxiliary Verbs

ROOt — "been" | "being" | "om" | "am" | " rat | N"are" | nygn |
(value= be) nig" | " rat | N"are" | "was" | "were" | "was" | "were" |
(Choices based on inflection, "be"

number, person and
contraction values.)

Word — "ain’t" | "am not"

(projector is be, inflection = <add one to aux_generated>
not_past, person = 1, number
= singular, and negative = t)

(Needed to override"amn't".)

Root — "could" | "can" | "ca" | "been able" | "able"
(value = can)

("Ca" isused when inflection
= not_past and contraction =
aux)

Word — ""cannot"

(projector is can, negative =t, <add one to aux_generated>
and contraction is not ax)

ROOt N "would" | nran | "o | "will" | UENNRL
(value=will)

(Abbreviated forms are
generated when contraction
= subj or aux.)

Root — "done" | "doing" | "did" | "does" | "do"
(value=do)

Root — "had" | "having" | "has" | "’ve" | "have"

(value = have)

Root — "might" | "may"
(value = may)

Word — "might not" | "may not"

(projector is may and <add one to aux_generated>
negative=t)

(Override"mightn’t" and

"mayn't".)

Root — "must"

(value = must)
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Miscellaneous

Location

— <glance at location>

(language.only # t) D Location ((pronominalize t) (language only t))
Location — "over'" "there"
Location — "on'" "the" "hill"

(value=hill)
Manner — "quickly" | "slowly"

(value = quickly or slowly)
Punctuation — e e

(value = end_of _sentence)

(mood is declarative,
imperative, or interrogative)

Punctuation — o
(value = end_of _pref)

Punctuation — n

(value = end_of _pref and
mood isimperative)

B.1.2 Role-based Clauses

Matrix — Relation

Subject — Obj_parameter
Object — Obj_parameter
Obj_Arg — Agent | Relation
Predicate — Action | Parameter

B.1.3 Constant Clauses

Will — Word
Do — Word
May — Word
Can — Word
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Must
Have

Be
Begin
Finish
Start
Stop
Continue

Constant Groups

Will
Do
May
Can
Must
Have
Be
Begin
Finish
Start
Stop
Continue

Ll

Lo bbbl

Word
Word
Word
Word
Word
Word
Word
Word

(word
(word
(word
(word
(word
(word
(word
(word
(word
(word
(word
(word

B.1.4 Inference Clauses

<infer voice>

(usesfocus, defocus, agent
and receiver subpartsfor

decision.)

—

(type
(type
(type
(type
(type
(type
(type
(type
(type
(type
(type
(type

word)
word)
word)
word)
word)
word)
word)
word)
word)
word)
word)
word)

(root
(root
(root
(root
(root
(root
(root
(root
(root
(root
(root
(root

will))
do))
may) )
can))
must))
have))
be))
begin))
finish))
start))
stop))
continue))
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<return (voice active)> | <return (voice passive)>
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<infer N
subject/object>
<infer time> —

(time = future)
(time = present)
(time = past)
(time = infinitive)
(default)

<infer contraction> —

(use_contractions=t and
negative=t)

<infer contraction> —

(use_contractions=t, sv_order
= sv, aux_generated = 0)
(need to make surethat this
isn't the only verb that will

be generated, if that would
beinappropriatefor this
verb type, and that prev word
issubject.)

<infer modal> —

(negative=t, voice = active,
thereis no modal or perfect
feature, and thereis no
progressivefeature or
progressive=t or region)

<infer modal> —

(sv_order = vs, voice = active,
thereis no modal or perfect
feature, and thereis no
progressivefeature or
progressive=t or region)

Appendix B. Natural Language Generation Grammar

<return ((subject (type obj_parameter)
(relation role actor)

(obj_arg (actor)))
(object (type obj_parameter)

(relation role receiver)

(obj.arg (receiver))))>
<return ((subject (type obj_parameter)

(relation role receiver)

(obj_arg (receiver)))
(object (type obj_parameter)

(relation role actor)
(obj_arg (actor))))>

<return ((r_time not_past) (modal intent))>
<return (r_time not_past)>

<return (r_time past)>

<return (r_time infinitive)>

<return (r_time not_past)>

<return (contraction aux)>

<return (contraction subj)>

<return (modal emphatic)>

<return (modal emphatic)>
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<infer predicate> — <return (predicate (type parameter)
(action = desire) (modal conditional)
(arg (type arg)
(word (type word)

(root like))))>
<return (predicate (type parameter)

(arg (type arg)
(word (type word)
(root want))))>

<infer predicate> | <return (predicate (type parameter)
(action = play) (arg (type arg)
(word (type word)
(root play))))>

<infer predicate> | <return (predicate (type parameter)
(action = cause) (arg (type arg)
(word (type word)
(root cause))))>

<infer predicate> | <return (predicate (type parameter)
(action = lead) (arg (type arg)
(word (type word)
(root lead))))>

<infer predicate> | <return (predicate (type parameter)
(action = follow) (arg (type arg)
(word (type word)
(root follow))))>
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B.2 Typical Group Structure

Groupsare general-purpose datastructures, and can betherefore used with many structures.
Typically, they follow structure similar to the following.

(sentence (type sentence) (hearer $$follower)
(matrix (type relation)

(actor (type agent) (value $$follower))

(predicate (type action) (value desire))

(receiver (type relation)
(actor (type agent) (value $$follower))
(location $$where)
(predicate (type action) (value play)))))

((mood interrogative_yn) (desired_ans yes))

B.2.1 TypetoHead Mapping

Each group of agiventype hasone of itsroles defined as the head of the group. Asdescribed
in Chapter 8, thisisused to determinetheprojector of agroup. Thisisthe mapping from
group types to the role that specifies the head of the group in my grammar. These are not
part of the grammar, they are only used for determining the projector of agroup.

(type sentence) —  (role matrix)
(type relation) — (role predicate)
(type parameter) —  (role arg)

(type obj._parameter) — (role arg)

(type arg) —  (role word)
(type word) —  (role root)
(type agent) —  (role value)
(type action) —  (role value)
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B.3 Abstraction Hierarchy

This graph specifies the abstraction hierarchy used for match expressions in the grammar.

Gerd)

interrogative}—(interrogative_yn)
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B.4 Combination Knowledge

This section presents the knowledge to smooth the sequence of strings that results from
the generation process. For each pair of strings in sequence, the rules expressed in the
following chart are applied if applicable. To be applicable the common parent group in the
generation process must be of appropriate type, the end of the left string must match the
first regular expression, and the beginning of the right string must match the second regular
expression. In that case the changes in the last column are performed on the two strings.

Appendix B. Natural Language Generation Grammar

Type End of Left Beginning of Right | Changes
any et any Capitalize first character
of right
~word et <] ~, .7 add an interword space
~word consonant y ~[ia] changey to i
arg €a vowel | h change a to an
word vowel consonant vowel double the consonant (if
the vowel on left
stressed)
word vowel ¢ vowel change c to ck
word ch | sh | [sxz0] s change s toes
word [aeo] [rla] f S changestoes
(projector is verb)
word [aeo] [rla] f S changef tov
(projector is noun) and change stoes
word consonant y s changey to i
and change s to es
word [cg] e [ei] remove e from left
word ie i changeietoy
word ~(c | g| vowd) e vowel delete e
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