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Abstract
Rhode Island Hold’em is a poker card game that has been
proposed as a testbed for AI research. This game, with a
tree size larger than 3.1 billion nodes, features many char-
acteristics present in full-scale poker (e.g., Texas Hold’em).
Our research advances in equilibrium computation have en-
abled us to solve for the optimal (equilibrium) strategies for
this game. Some features of the equilibrium include poker
techniques such as bluffing, slow-playing, check-raising, and
semi-bluffing. In this demonstration, participants will com-
pete with our optimal opponent and will experience these
strategies firsthand.

Introduction
In environments with multiple self-interested agents, an
agent’s outcome is affected by actions of the other agents.
Consequently, the optimal action of one agent generally de-
pends on the actions of others. Game theory provides a nor-
mative framework for analyzing such strategic situations. In
particular, game theory formally defines games and strate-
gies, and provides the notion of anequilibrium, which is
a collection of strategies (one for each player) in which no
player has incentive to deviate to a different strategy (i.e.,
all players are playing best responses to each others’ strate-
gies). Thus, one component desired for a strong game-
playing agent is an effective method for computing (or ap-
proximating) equilibria of games. The most commonly used
solution concept for two-player games isNash equilibrium,
which is guaranteed to exist in any finite game where players
are able to play randomized strategies (Nash 1950).

Games can be classified as either games ofcomplete in-
formationor incomplete information. Chess and Go are ex-
amples of the former, and, until recently, most game playing
work in AI has been on games of this type. To compute an
optimal strategy in a complete information game, an agent
traverses the game tree and evaluates individual nodes. If
the agent is able to traverse the entire game tree, she simply
computes an optimal strategy from the bottom-up, using the
principle ofbackward induction. This is the main approach
behind minimax and alpha-beta search. These algorithms
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have limits, of course, particularly when the game tree is
huge, but extremely effective game-playing agents can be
developed, even when the size of the game tree prohibits
complete search.

Current algorithms for solving complete information
games do not apply to games of incomplete information.
The distinguishing difference is that the latter are not fully
observable: when it is an agent’s turn to move, she does not
have access to all of the information about the world. In such
games, the decision of what to do at a node cannot generally
be optimally made without considering decisions at all other
nodes (including ones on other paths of play).

The sequence formis a compact representation (Ro-
manovskii 1962; Koller, Megiddo, & von Stengel 1994;
von Stengel 1996) of a sequential game. For two-person
zero-sum games, there is a natural linear programming for-
mulation based on the sequence form that is polynomial in
the size of the game tree. Thus, reasonable-sized two-person
games can be solved using this method (von Stengel 1996;
Koller, Megiddo, & von Stengel 1996; Koller & Pfeffer
1997). However this approach still yields enormous (un-
solvable) optimization problems for many real-world games,
most notably poker. In this research we introduce auto-
mated abstraction techniques for finding smaller, strategi-
cally equivalent games for which the equilibrium computa-
tion is faster. We have chosen poker as the first application
of our equilibrium finding techniques.

Poker
Poker is an enormously popular card game played around
the world. The 2005 World Series of Poker is expected to
have nearly $50 million dollars in prize money in several
tournaments. Increasingly, poker players compete in on-
line poker rooms, and television stations regularly broadcast
poker tournaments.

Due to the uncertainty stemming from opponents’ cards,
opponents’ future actions, and chance moves, poker has
been identified as an important research area in AI (Billings
et al. 2002). Poker has been a popular subject in the game
theory literature since the field’s founding, but manual equi-
librium analysis has been limited to extremely small games.
Even with the use of computers, the largest poker games that
have been solved have only about 140,000 nodes (Koller &
Pfeffer 1997). Large-scale approximations have been devel-



oped (Billingset al. 2003), but those methods do not pro-
vide any guarantees about the performance of the computed
strategies. Furthermore, the approximations were designed
manually by a human expert. Our approach does not require
any domain knowledge.

Rhode Island Hold’em
Rhode Island Hold’em is a specific instance of poker that
was invented as a testbed for AI research (Shi & Littman
2001). It was designed so that it was similar in style to Texas
Hold’em, yet not so large that devising reasonably intelli-
gent strategies would be impossible. Rhode Island Hold’em
has a game tree exceeding 3.1 billion nodes, and until now
finding an exact solution seemed unlikely.

Rhode Island Hold’em (in this version) is played by 2
players. Each player pays ananteof 5 chips which is added
to thepot. Both players initially receive a single card, face
down; these are known as thehole cards. After receiving the
hole cards, the players take part in one betting round. Each
player may check or bet if no bets have been placed. If a
bet has been placed, then the player mayfold (thus forfeit-
ing the game),call (adding chips to the pot equal to the last
player’s bet), orraise(calling the current bet and making an
additional bet). In Rhode Island Hold’em, the players are
limited to 3 raises each per betting round. In this betting
round, the bets are 10 chips. After the betting round, a com-
munity card is dealt face up. This is called theflop. Another
betting round take places at this point, with bets equal to 20
chips. Another community card is dealt face up. This is
called theturn card. A final betting round takes place at this
point, with bets equal to 20 chips. If neither player folds,
then theshowdowntakes place. Both players turn over their
cards. The player who has the best 3-card poker hand takes
the pot. (Hands in 3-card poker games are ranked slightly
differently than 5-card poker hands. The main differences
are that the order of flushes and straights are reversed, and
a three of a kind is better than straights or flushes.) In the
event of a draw, the pot is split evenly.

Technical contribution
This demonstration embodies the first use of our algorithm,
GameShrink, for the automatic detection ofextensive game
isomorphismsand the application ofrestricted game iso-
morphic abstraction transformations(Gilpin & Sandholm
2005). Essentially, our algorithm takes as input an imperfect
information game tree and outputs a strategically equivalent
game that is much smaller. We can prove that a Nash equi-
librium in the smaller, abstracted game is strategically equiv-
alent to a Nash equilibrium in the original game in the sense
that, given a Nash equilibrium in the abstracted game, it is
simple to compute a Nash equilibrium in the original game.
Thus, by shrinking the game tree, we can carry out the equi-
librium computations on a smaller input, and then construct
an optimal equilibria in the original game in a straightfor-
ward manner.

For even larger games, we have developed approxima-
tion technique for automatically computing abstractions that
may not necessarily result in a Nash equilibrium in the
smaller game. This approach does allow us to find approx-

imate equilibria for larger games. For solving Rhode Island
Hold’em, we did not need to resort to such approximations.

Applying the sequence form representation to Rhode Is-
land Hold’em yields an LP with 91,224,226 rows, and
the same number of columns. This is much too large
for current linear programming algorithms to handle. We
used GameShrinkto reduce this, and it yielded an LP
with 1,237,238 rows and columns—with 50,428,638 non-
zero coefficients in the LP. We then applied iterated elim-
ination of dominated strategies, which further reduced
this to 1,190,443 rows and 1,181,084 columns. (Ap-
plying iterated elimination of dominated strategies with-
out GameShrinkyielded 89,471,986 rows and 89,121,538
columns, which still would have been prohibitively large to
solve.) GameShrinkrequired less than one second to per-
form the shrinking (i.e., to compute all of the restricted game
isomorphic abstraction transformations). Using a 1.65GHz
IBM eServer p5 570 with 64 gigabytes of RAM (we only
needed 25 gigabytes), we solved the LP (and thus solved
for a Nash equilibrium of the game) in 7 days and 13 hours
using the barrier method of ILOG CPLEX.

While others have worked on computer programs for
playing Rhode Island Hold’em (Shi & Littman 2001), no
optimal strategy has been found. This is the largest poker
game solved to date by over four orders of magnitude.
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