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Research Interest My research interests broadly lie in machine learning and statistics. I am, particularly, inter-
ested in high dimension statistics and developing large-scale convex and nonconvex optimization
methods for machine learning.

Education Carnegie Mellon University Aug 2011 - Present
PhD Student in Machine Learning Department
Advisors: Alex Smola and Barnabás Póczos
GPA: 4.17/4

Indian Institute of Technology Bombay, India Jul 2005 - Apr 2010
Bachelor of Science & Master of Science in Computer Science
GPA: 9.11/10.00

Work Experience Microsoft Research Silicon Valley, USA May 2013 - Aug 2013
Role: Research Intern
Large-scale optimization techniques for kernel methods.

Google, India July 2010 - July 2011
Role: Software Engineer
Developed algorithms for calendar sync and large-scale intent-based search.

University of Waterloo, Canada May 2008 - July 2008
Role: Research Intern
Designed algorithms for optimal allocation of resources in multiple virtual operating systems.

* = equal contribution, the following list excludes workshops and short papers.
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Major Academic
Achievements

Facebook Fellowship Finalist in Machine Learning, 2015, Facebook Inc.
Awarded Honorable Mention for Outstanding Student Paper Award at NIPS 2010.
Awarded CMU Machine Learning Graduate Fellowship.



Awarded Microsoft Alumni Scholarship for academic performance in 2009.
Ranked 3rd at Regional Mathematics Olympiad 2002.

Relevant
Coursework

Machine Learning, Intermediate Statistics, Machine Learning Theory, Graduate Algorithms,
Statistical Machine Learning, Databases and Data Mining, Convex Optimization, Probabilis-
tic Graphical Models, Advanced Statistical Theory, Advanced Optimization and Randomized
Methods.
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