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Abstract

In this paper we propose a nonparametric topic model to capture the evolution
of text over time. Mixture models for modeling text documents based on hierar-
chical Dirichlet processes (HDP) have been used successfully in recent work to
provide a nonparametric prior for the number of topics in the corpus eliminating
the need to specify apriori the number of topics. We extend this model to ad-
ditionally model timestamps associated with documents using Gaussian distribu-
tions to make the induced topics time-sensitive, thus modeling dynamic structure
in the corpus. We present the new model, hierarchical Dirichlet process over time
(HOT), in the framework of a Chinese restaurant franchise process, and describe
a Markov chain Monte Carlo algorithm for performing approximate posterior in-
ference. We demonstrate the capability of the HOT model to capture temporally
varying structure in two corpora of blog posts, and a third corpus of NIPS ab-
stracts. Experiments show that our new model performs as well if not better than
its best hand-tuned parametric counterparts with respect to two measures: docu-
ment perplexity, and prediction of the timestamp of documents from its content.
We also describe a framework to provide human guidance to the topic induc-
tion process and to adapt the MCMC sampling technique into a semisupervised
procedure. Experiments show that even limited human guidance improves the
effectiveness of the model.

1 Introduction

Topic models such as latent Dirichlet allocation (LDA) [1] have become a common way to describe
documents in a low-dimensional space. When used to model text documents, LDA represents each
document in a corpus as a finite mixture over underlying “topics”, and each topic is in turn repre-
sented as a distribution over terms in the dictionary. Efficient sampling and variational inference
algorithms [2] are used to perform approximate inference on the posterior distributions of the topic
probabilities of documents and the underlying set of topics.

Time-dependent extensions of LDA such as topics over time (TOT)[3] and multi-scale topic
tomography[4] also model temporal structures in a corpus that change over time. TOT parame-
terizes topics with a continuous Beta distribution over “timestamps” in a document in addition to
a distribution over words. Topics that are frequent in a corpus over a narrow time span are repre-
sented by Beta distributions which are peaked, and persistent topics are represented by flatter time
distributions. Explicitly modeling time helps in separating distinct topics that share common words
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but occur at different time periods: for instance, TOT is well suited to separate out the Iraq wars of
1991 and 2003 as separate topics in a news corpus that spans from 1989 to 2005, which would not
be possible in LDA barring the presence of a strong signal in the vocabulary which distinguishes the
two wars.

When applying TOT to certain corpora (such as the collections of political blog posts considered
below), peaked topics often correspond to widely-discussed external events. In general, the number
of such events is difficult to predict a priori; more generally, often the appropriate number of topics
to use in a model is unknown. One solution to this problem is to use cross validation to pick the
best number of clusters using evaluation metrics like document perplexity. An elegant alternative
is the use of nonparametric priors such as Dirichlet processes [5, 6]. With Dirichlet processes, the
exact number of topics created is dependent on the corpus and the value of the hyperparameters of
the process. It can be argued that this approach is more efficient, and more systematic, than using
cross validation to find the optimal number of topics, since the search for the number of topics is
interleaved with the search for topic parameters, whereas use of cross-validation requires repeatedly
running an LDA-like model to convergence, with a different number of topics.

Hierarchical Dirichlet processes (HDP) [7] use a hierarchy of Dirichlet processes to model groups
of observed data that are linked by a common structure. Further work by the same authors describes
how they can be used as priors in a mixture model to create an ”infinite” topic model [8]. In this
paper, we present hierarchical Dirchlet process over time (HOT), a hierarchical mixture model to
capture evolving structure in a set of documents. A hierarchical Dirichlet process is used as a prior
over the number of topics. Most importantly, the topics themselves explicitly generate timestamps
of documents using Gaussian distributions in addition to modeling terms in documents. In the
generative process described by the model, a top level Dirichlet process provides a prior distribution
for the number of underlying topics in the corpus. Draws from this process supply an underlying
countably infinite set of topics. Each document in turn has a Dirichlet process prior which dictates
the number of topics that its topic distribution spans. Since the support of the process is the set
of draws from the top level Dirichlet process, the documents in the corpus share topics amongst
themselves. Each word in a document is created by drawing a topic from its topic distribution and
subsequently generating a word from the vocabulary along with a timestamp for the document. A
timestamp is drawn once per word in the document to keep the sampling algorithm simple. Since
timestamps are observed variables, we enforce the constraint that the document timestamp is used
as the one generated for every word.

One intuitive way to look at Dirichlet processes is the Chinese restuarant process [9]. Teh et al.
describe hierarchical Dirichlet processes using a Chinese restaurant franchise to handle the extra
layer of complexity introduced by hierarchical stacking of Dirichlet processes. In this paper we
use the Chinese restaurant franchise representation of HDP to devise a simple MCMC sampling
technique to perform posterior inference on the topic probabilities and the the distributions over
timestamps and words in topics.

Topic models have the desirable properties of being wholly unsupervised. While this is advantageous
by obviating the need for expensive human annotation, a system for introducing human input can be
useful as evidenced by work such as [10, 11]. We describe a method for introducing human input
into HOT by partially describing topics using a few keywords and/or an approximate timestamp
associated with it. The partial description of a topic provided as input is assumed to be a part a
pseudo-document associated with it. The total probability mass of the topic probability distribution
of the pseudo document resides in the topic which it represents. During inference, topic membership
for words in the document are locked and not sampled by the MCMC algorithm. This framework
enables human input without major changes in the inference algorithm.

The paper is organized as follows. In section 2 we describe the parameterization of the HOT model,
the MCMC sampling algorithm to perform posterior inference and the framework to provide user
input. Section 3 gives details on the three datasets used in the experimental section. Results from the
experiments are presented and discussed in section 4. We finally present our conclusions in section
5.
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subset of topics that are used in document j)

D - number of documents in the corpus.

Figure 1: Hierarchical Dirichlet process mixture model over time

2 Model

We propose a nonparametric topic model that generates documents with timestamps. This model is
based on the hierarchical Dirichlet process mixture model [8]. The difference in this model from
HDP lies in the additional components added to generate the timestamps of documents.

2.1 Parameters

A topic φ in the model is represented by a pair 〈Θ, ξ〉. Θ is a multinomial which determines the
words generated by the topic and is parameterized by (θ1, θ2, . . . , θ|V |) where V is the vocabulary.
ξ is a Gaussian N(µ, σ2) which emits topic specific timestamps.

It can be seen in Fig 1 that the timestamp for the document is generated once per word instead of
once per document. This is to simplify the MCMC sampling equations and does not cause problems
since the timestamps are observed and constrained to be the same for all the words. The impact of
timestamps can be controlled by weighting the observed variables as desired.

Each level of the hierarchical Dirichlet process provides a nonparametric prior over the space of
multinomials and Gaussians.

2.2 Approximate inference using Monte Carlo Markov Chain (MCMC) sampling

Exact inference for the model described above is intractable. Therefore, we use a MCMC-based
method to perform approximate inference. The sampling method is adapted from the Chinese
Restaurant Process [7]. Every word in the document is deemed to be generated from a table which
in turn is assigned a dish from a global set of dishes. Having a global set of dishes which represent
topics ensures that topics are shared between documents.

In order to make the sampling straighforward, we use a set of index variables instead of directly
sampling zji or ψ. The index variables used are

• tji - index into ψj1, ψj2, . . . , ψjkj
, table number assigned to word i in the jth document i.e

zji = ψjtji
.

• kjt - dish number assigned to the topic t in document j i.e. ψjt = φkjt
.

• Finally, for convenience we collapse t and k into uji = kjtji

We also need variables to represent counts.

• njtk - number of words in document j assigned to table t and dish k.
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• mjk - number of tables in document j that serve dish k.

Dots in the subscripts of the count variables represent marginal counts, marginalized over the vari-
able replaced with a dot. When a superscript is attached to a set of variables or a count, the variable
corresponding to the superscripted index is removed from the set used in the calculation of the count.

We next define some quantities that are useful when deriving the sampling equations.

ck,w =
∑
j́í 6=ji,
uj́í=k

I(wj́í = w)

f jik = p(wji,mji|uji = k,w−ji,m−ji,u−ji)

=

∫
p(wji,mji|φk)

∏
j́í 6=ji,
uj́í=k

p(wj́í,mj́í|φk)h(φk) dφk∫ ∏
j́í 6=ji,
uj́í=k

p(wj́í,mj́í|φk)h(φk) dφk

=
ck,wji

+ β∑
w∈V (ck,w + β)

× 1√
2πσ̂

exp

(
− (mji − µ̂)2

2σ̂2

)

where µ̂ =

P
j́í6=ji,
uji=k

mj́í

n..k
, and σ̂2 =

2ζ2+
P
j́í 6=ji,
uji=k

(mj́í−µ̂)2

(2(υ+1)+n..k) .

For a new dish, i.e. when k = knew, f jiknew =
∫
p(wji|Θ)p(mji|ξ)h(φ) dφ = 1

|V | reduces to the
prior density of 〈wji,mji〉.

2.2.1 Sampling t

The table assignments to each term in the document is governed by the distribution.

p(tji = t|t−ji,k) ∝
{
n−jijt. f

ji
kjt

if t previously used,
α p(wji,mji|t−ji, tji = tnew,k) if t = tnew

Here p(wji,mji|t−ji, tji = tnew,k) is the probability of the word when a new table is opened is
given by

∑K
k=1

m.k

m..+γ
f jik + γ

m..+γ
f jiknew

If sampled value of tji is tnew, we obtain a sample of kjtnew by sampling

p(kjtnew = k|t,k−jt
new

) ∝
{
m.kf

ji
k if k previously used

γf jiknew if k = knew

2.2.2 Sampling k

The dish assignments to tables in every document is governed by the distribution

p(kjt = k|t,k−jt) ∝
{
m.kf

jt
k if k previously used

γf jtknew if k = knew

Note that while this equation looks similar to the equation for sampling a dish for a new table, it is
important to note that the superscript is different reflecting the need to remove the entire table while
computing the counts.
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2.3 From unsupervised to semi-supervised

In this section, we explore a mechanism to inject human knowledge into the inference procedure
to influence the development of topics during the MCMC procedure. Human input into the pro-
cess consists of a set of topic prototypes S = {s1, s2, . . .}. Each element in the set si is a pair
< (sw1 , sw2 , ...), st > where sw1 , sw2 , . . . are words representative of a topic that a human thinks
is present in the corpus. Similarly st is the approximate timestamp around which the topic is cen-
tered. The user is not required to provide both the list of words and a timestamp. Either of the two
components may be missing in the topic prototype.

Incorporating human input of the form described is relatively straightforward in the MCMC sam-
pling technique described earlier. For every topic si specified by the user, a corresponding pseudo-
document is generated which contains only the top words specified for the topic and is stamped
with the timestamp from the prototype. For these pseudo documents, only one table is assumed to
be sampled and all the words in the document are assigned to this table. This single table is, in
turn, assigned to a dish that is the counterpart of the prototype. During the MCMC sampling, the
dish assignment and table sampling steps for the words in the pseudo documents are skipped and
are instead set to a constant value as described. This allows the pseudo documents to contribute
to the topic statistics and influence the sampling steps for regular documents while not changing
membership themselves.

3 Datasets

We use two datasets to evaluate the HOT model. The NIPS dataset1 consists of 1740 papers pub-
lished in proceedings of NIPS 1-17. For our experiments, we use the abstracts of the papers. After
stop word removal and elimination of words that occur fewer than 5 times, we obtain a dictionary of
8869 words.

We also use a corpus of blog posts focusing on American politics collected by Yano et al. [12].
The posts in the corpus span from Nov 2007 to the middle of 2008. The corpus was split into two
subsets based on the political leanings of the blogs. The liberal blog corpus consists of posts from
Daily Kos (http://www.dailykos.com) and Carpetbagger (http://www.thecarpetbaggerreport.com).
The conservative blog corpus consists of posts from Red State (http://www.redstate.com) and Right
Wing News(http://rightwingnews.com). As in the NIPS datasets, stopword and infrequent word
elimination is performed. After processing the data, the liberal corpus contained 2419 documents
with a vocabulary of 9,203 words and the conservative subset contained 2814 documents with a
vocabulary of 8,934 words.

4 Results

In all the experiments below, we use five fold cross validation. The hyperparameters are sampled
once for every experiment and the same hyperparameters are used for each fold. In experiments
involving TOT and LDA, the smoothing parameters used for the topic specific multinomials are the
same as in HDP and HOT. HOT and HDP require the setting of the concentration hyperparameters
γ and α. We sample γ ∼ Gamma(1, 0.1) and α ∼ Gamma(1, 1). Sample topics obtained after 1000
iterations of the MCMC sampling procedure are shown in Table 1. The graphs in the tables show
the Gaussian distributions associated with the topics. Figure 2 shows the convergence properties of
the MCMC sampling technique detailed in the previous section.

4.1 Evaluation

We evaluate the model in two ways - document perplexity and time prediction. Perplexity is
given by exp

(
− 1

#Words in corpus

∏
d∈docs

∏
w∈d log (p(w|training set)

)
and serves as an indicator of

the quality of the fit of the model to the data provided. Figure 4 shows that LDA performs better than
TOT on this metric for every cluster size. This is due to the fact that TOT is better able to model the
document by using the timestamps of the documents. We further notice that HDP achieves nearly

1Obtained from Sam Roweis’ webpage http://www.cs.toronto.edu/∼roweis/data.html
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Table 1: Examples of topics obtained
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Figure 2: MCMC sampling convergence
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Figure 3: HOT with human guidance

the best perplexity achieved by LDA indicating that the hierarchical Dirichlet process is indeed able
to choose the optimal number of topics automatically. Similarly HOT performs as well as the best
TOT.

Time prediction is the task of predicting the timestamp of a previously unseen document. The pre-
dicted timestamp is evaluated against the actual timestamp of the document using squared error
and accuracy is measured using the root mean squared error over the unseen corpus. The predicted
timestamp for a document is obtained by first running MCMC sampling (without using the time
components) to get the posterior topic probabilities which are subsequently used to get a weighted
average of the means of the topic specific timestamp distributions. Figure 4 shows the root means
squared error of TOT and HOT. Similar to document perplexity, we see that HOT gets a time pre-
diction accuracy that is as good as the best TOT accuracy.

Figure 3 shows results from the NIPS dataset when human annotation is used to influence topic
modeling. 3 to 10 topics were manually constructed from an inspection of the dataset and rough
timestamps were assigned to the topic prototypes. Examples of topic prototypes provided are shown
in Table 2. We can see from the graph that the document perplexity on unseen documents goes down
as an increasing number of topic prototypes are provided. It should be noted that the decrease in
perplexity is contingent on the quality of the topic prototypes provided.

5 Conclusion

In this work, we proposed a generative nonparametric topic model for modeling corpora of docu-
ments with timestamps. A Markov chain Monte Carlo sampling technique based on the Chinese
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Figure 4: Perplexity and Time Prediction

speech, recognition, hmm, sequence, markov 1995
kernel, svm, support, margin, vectors 1999
bayesian, gaussian, parametric, priors, informative -notimestamp-

Table 2: Topic prototypes

restaurant franchise view of hierarchical Dirichlet processes was presented to perform inference and
obtain posteriors from the model. In experiments on the NIPS and blog datasets, the HOT model
proposed showed better document perplexity than the HDP model which does not model time ex-
plicitly. HOT also performed better than TOT in the task of time prediction in unseen documents.
We also presented a simple method to provide user input and showed how the sampling algorithm
can be modified to accomodate user input. These results suggest that nonparametric topic models
provide a principled way to tackle the problem of choosing the number of clusters and is an useful
tool to analyze corpora with structures that vary over time.
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