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Ethical and Societal Worries about AI

… … …

https://www.bloomberg.com/news/articles/2020-08-18/chinese-ai-giant-blacklisted-by-trump-mints-money-from-virus
https://www.psychologytoday.com/us/blog/psyched/201801/law-enforcement-ai-is-no-more-or-less-biased-people
https://cacm.acm.org/magazines/2017/5/216318-toward-a-ban-on-lethal-autonomous-weapons/fulltext
https://medium.com/@lkcyber/life-after-technological-unemployment-not-necessarily-gloom-doom-3752d6bc6caa
https://www.scientificamerican.com/article/detecting-deepfakes1/
https://www.denverpost.com/2017/03/28/uber-self-driving-car-crash-in-arizona-comes-amid-debate-about-regulations/
https://www.forbes.com/sites/louiscolumbus/2019/11/24/10-predictions-how-ai-will-improve-cybersecurity-in-2020/


In the lab, simple objectives are good…



https://qz.com/1383083/how-ai-changed-organ-donation-in-the-us/


Kidney exchange [Roth, Sönmez, and Ünver 2004]

• Kidney exchanges allow patients with willing but incompatible live 
donors to swap donors



More complex example

patient 1
donor 1

(patient 1’s friend)

patient 2
donor 2

(patient 2’s friend)

patient 3
donor 3

(patient 3’s friend)

patient 4
donor 4

(patient 4’s friend)

Poll 1: which 
combinations of 
transplants could we 
reasonably perform?

A: {p1d2}

B: {p1d2,p2d1}

C: {p2d4,p3d2}

D: {p2d4,p3d2,p4d3}

E: {p1d2,p2d1,p2d4,p3d2,p4d3}



Different representation

patient 1
donor 1

(patient 1’s 

friend)

patient 2
donor 2

(patient 2’s 

friend)

patient 3
donor 3

(patient 3’s 

friend)

patient 4
donor 4

(patient 4’s 

friend)

1

2

3

4

edge from i to j = 

patient i wants 

donor j’s kidney



Integer programming formulation [Abraham, Blum, Sandholm 2007]

• For each cycle c of length at most k, make a binary 
variable xc

– value 1 if all edges on this cycle are used, 0 otherwise

• maximize Σc|c|xc

• subject to:

• for every vertex i: Σc: i in cxc ≤ 1
– (every vertex in at most one used cycle)



Adapting a Kidney Exchange 
Algorithm to Align with Human Values

[AIJ 2020]

with:

Walter Sinnott-
Armstrong

Jana Schaich 
Borg

Rachel 
Freedman

John P. 
Dickerson



Tiebreaking (or more than just tiebreaking?)
• How should we break ties?

• (Should we do more than break ties?)

• Who should decide?  How?  What information would they need?



Eliciting attributes



Different profiles for our study



MTurkers’ judgments



Bradley-Terry model scores



Effect of tiebreaking 
by profiles



Classes of pairs of blood types 
[Ashlagi and Roth 2014; Toulis and Parkes 2015]

• When generating sufficiently large random markets, patient-donor pairs’ 
situations can be categorized according to their blood types

• Underdemanded pairs contain a patient with blood type O, a donor with 
blood type AB, or both

• Overdemanded pairs contain a patient with blood type AB, a donor with 
blood type O, or both

• Self-demanded pairs contain a patient and donor with the same blood 
type

• Reciprocally demanded pairs contain one person with blood type A, and 
one person with blood type B



Most of the 
effect is felt by 
underdemanded 
pairs



Concerns about learning from people

• What if we predict people will disagree?
• New social-choice theoretic questions [C. et al. 2017] – 

approach also followed by Noothigattu et al. [2018], Kahng et 
al. [2019]

• This will at best result in current human-level moral 
decision making [raised by, e.g., Chaudhuri and Vardi 2014]

• … though might perform better than any individual person 
because individual’s errors are voted out

• How to generalize appropriately? Representation?



https://brianchristian.org/the-alignment-problem/
https://www.schwarzmancentre.ox.ac.uk/ethicsinai
https://ai100.stanford.edu/
https://www.aies-conference.com/2022/
https://facctconference.org/


https://www.penguin.co.uk/books/317706/moral-ai-by-conitzer-jana-schaich-borg-walter-sinnott-armstrong-and-vincent/9780241454749
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