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If I tailgate you, will your occupant 
take back control and pull over?

What makes you think 
I would tell you?

You just did. 
Better move 
aside now.

You’re bluffing.

Are you willing to 
take that chance?

Overview paper:
V. Conitzer and C. Oesterheld. Foundations of 
Cooperative AI. In Proceedings of the Thirty-
Seventh AAAI Conference on Artificial 
Intelligence (AAAI-23), Washington, DC, USA, 
2023.

Also see Cooperative AI community 
https://www.cooperativeai.com/
and our new lab at CMU!
http://www.cs.cmu.edu/~focal/
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https://www.cs.cmu.edu/~conitzer/FOCALAAAI23.pdf
https://www.cs.cmu.edu/~conitzer/FOCALAAAI23.pdf
https://www.cooperativeai.com/
http://www.cs.cmu.edu/~focal/
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• Rethinking the design of intelligent agents
• (Intelligence + value alignment) still allows game-theoretic tragedies

• Should AI systems cooperate like humans do?

• Techniques for achieving cooperation that (also) fit humans

• Techniques for achieving cooperation that don’t fit humans

• Open questions and call to action
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From The Atlantic, “Want to See How Crazy a Bot-Run Market Can Be?”
By James Fallows
April 23, 2011

https://www.theatlantic.com/technology/archive/2011/04/want-to-see-how-crazy-a-bot-run-market-can-be/237773/
https://www.theatlantic.com/technology/archive/2011/04/want-to-see-how-crazy-a-bot-run-market-can-be/237773/
https://www.theatlantic.com/author/james-fallows/


https://www.wired.com/2011/04/amazon-flies-24-million/


The May 6, 2010, flash crash,[1][2][3] also known as the crash of 
2:45 or simply the flash crash, was a United States trillion-
dollar[4] stock market crash, which started at 2:32 p.m. EDT and 
lasted for approximately 36 minutes.[5]:1

Between 2:45:13 and 
2:45:27, HFTs traded over 
27,000 contracts, which 
accounted for about 49 
percent of the total 
trading volume, while 
buying only about 200 
additional contracts net.

https://en.wikipedia.org/wiki/2010_flash_crash#cite_note-1
https://en.wikipedia.org/wiki/2010_flash_crash#cite_note-phillips-5-11-10-2
https://en.wikipedia.org/wiki/2010_flash_crash#cite_note-3
https://en.wikipedia.org/wiki/2010_flash_crash#cite_note-Traders_Magazine_2015-4
https://en.wikipedia.org/wiki/Stock_market_crash
https://en.wikipedia.org/wiki/Eastern_Time_Zone
https://en.wikipedia.org/wiki/2010_flash_crash#cite_note-CFTC_2014-5
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Russell and Norvig’s “AI: 
A Modern Approach”

“… we will insist on an 
objective performance 
measure imposed by some 
authority. In other words, we 
as outside observers establish 
a standard of what it means 
to be successful in an 
environment and use it to 
measure the performance of 
agents.”

Stuart Russell Peter Norvig



Example: network of self-driving cars

• Should this be thought of as one 
agent or many agents?

• Should they have different 
preferences -- e.g., act on behalf 
of owner/occupant?

• May increase adoption [Bonnefon, 
Shariff, and Rahwan 2016]

• Should they have different beliefs 
(e.g., not transfer certain types of 
data; erase local data upon 
ownership transfer; …)?



AI Alignment

https://arxiv.org/abs/1709.06692
https://users.cs.duke.edu/~conitzer/kidneyAIJ20.pdf
http://proceedings.mlr.press/v97/kahng19a/kahng19a.pdf
https://brianchristian.org/the-alignment-problem/
https://www.schwarzmancentre.ox.ac.uk/ethicsinai
https://ai100.stanford.edu/
https://www.aies-conference.com/2022/
https://facctconference.org/


Even almost perfectly aligned agents can 
perform horribly in equilibrium

100 90 80 70 60 50 40 30 20 10 0

100 111, 111 90, 112 80, 102 70, 92 60, 82 50, 72 40, 62 30, 52 20, 42 10, 32 0, 22

90 112, 90 101, 101 80, 102 70, 92 60, 82 50, 72 40, 62 30, 52 20, 42 10, 32 0, 22

80 102, 80 102, 80 91, 91 70, 92 60, 82 50, 72 40, 62 30, 52 20, 42 10, 32 0, 22

70 92, 70 92, 70 92, 70 81, 81 60, 82 50, 72 40, 62 30, 52 20, 42 10, 32 0, 22

60 82, 60 82, 60 82, 60 82, 60 71, 71 50, 72 40, 62 30, 52 20, 42 10, 32 0, 22

50 72, 50 72, 50 72, 50 72, 50 72, 50 61, 61 40, 62 30, 52 20, 42 10, 32 0, 22

40 62, 40 62, 40 62, 40 62, 40 62, 40 62, 40 51, 51 30, 52 20, 42 10, 32 0, 22

30 52, 30 52, 30 52, 30 52, 30 52, 30 52, 30 52, 30 41, 41 20, 42 10, 32 0, 22

20 42, 20 42, 20 42, 20 42, 20 42, 20 42, 20 42, 20 42, 20 31, 31 10, 32 0, 22

10 32, 10 32, 10 32, 10 32, 10 32, 10 32, 10 32, 10 32, 10 32, 10 21, 21 0, 22

0 22, 0 22, 0 22, 0 22, 0 22, 0 22, 0 22, 0 22, 0 22, 0 22, 0 11, 11

• Two agents each provide part of a service, each chooses quality qi

• Overall quality determined by mini qi

• Agents care primarily about overall quality, but also have a slight 
incentive to be the lower one

(Cf. Traveler’s 
Dilemma)



2, 2 0, 3

3, 0 1, 1

cooperate defect

cooperate

defect

Prisoner’s Dilemma
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https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2936178/
https://www.science.org/content/article/human-altruism-traces-back-origins-humanity
https://nautil.us/issue/1/what-makes-you-so-special/cooperation-is-what-makes-us-human
https://www.nytimes.com/2002/07/23/science/why-we-re-so-nice-we-re-wired-to-cooperate.html


https://global.oup.com/academic/product/why-international-cooperation-is-failing-9780198714729
https://www.jstor.org/stable/2010352
https://www.foreignaffairs.com/articles/world/2020-06-09/when-system-fails
https://www.buzzfeednews.com/article/zahrahirji/global-climate-talks-end-in-disappointment
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Repeated games

• In a (typical) repeated game, 
– players play a normal-form game (aka. the stage game), 

– then they see what happened (and get the utilities),

– then they play again,

– etc.

• Can be repeated finitely or infinitely many times

• Really, an extensive form game
– Would like to find subgame-perfect equilibria

• One subgame-perfect equilibrium: keep repeating some Nash 
equilibrium of the stage game

• But are there other equilibria?



Finitely repeated Prisoner’s Dilemma

• Two players play the Prisoner’s Dilemma k times

2, 2 0, 3

3, 0 1, 1

• In the last round, it is dominant to defect

• Hence, in the second-to-last round, there is no way to influence 
what will happen

• So, it is optimal to defect in this round as well

• Etc.

• So the only equilibrium is to always defect

cooperate defect

cooperate

defect



Infinitely repeated games

• First problem: are we just going to add up the utilities 
over infinitely many rounds?
– Everyone gets infinity!

• (Limit of) average payoff: limn→∞Σ1≤t≤nu(t)/n
– Limit may not exist…

• Discounted payoff: Σtδ
tu(t) for some δ < 1



Infinitely repeated Prisoner’s Dilemma

• Tit-for-tat strategy:
– Cooperate the first round,

– In every later round, do the same thing as the other player did in the previous 
round

• Is both players playing this a Nash/subgame-perfect equilibrium?  Does 
it depend on δ?

• Grim trigger strategy:
– Cooperate as long as everyone cooperates

– Once a player defects, defect forever

• Is both players playing this a subgame-perfect equilibrium?

• What about one player playing tit-for-tat and the other playing trigger?

2, 2 0, 3

3, 0 1, 1

cooperate defect

cooperate

defect

2, 2 0, 3

3, 0 1, 1

cooperate defect

cooperate

defect

t=0 t=1

…



2, 2 0, 3

3, 0 1, 1

cooperate defect

cooperate

defect

Infinitely Repeated Prisoner’s Dilemma

2, 2 0, 3

3, 0 1, 1

cooperate defect

cooperate

defect

t=0 t=1

…

• Grim trigger strategy: cooperate as long as everyone cooperates; after 
that, defect forever.  (Equilibrium, if players are somewhat patient.)

• Folk theorem implies: with sufficiently patient players, can always sustain 
cooperation this way, in any game.

• Folk theorem can be used to efficiently compute equilibria (in infinitely 
repeated games with sufficiently patient players) [Littman & Stone DSS 
2005, Andersen & C., AAAI’13]
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What should you do if…

• … you knew others could read your code?

• … you knew you were facing someone running the same code?

• … you knew you had been in the same situation before but can’t 
possibly remember what you did?



Prisoner’s Dilemma against (possibly) a copy

2, 2 0, 3

3, 0 1, 1

• What if you play against your twin that you 
always agree with?

• What if you play against your twin that you 
almost always agree with?

cooperate defect

cooperate

defect

instruction1

instruction2

…

instruction1

instruction2

…

Caspar Oesterheld

related to 
[Oesterheld, Demski, C. TARK’23]

Abram Demski



Newcomb’s Demon
• Demon earlier put positive amount of money in each of two boxes

• Your choice now: (I) get contents of Box B, or (II) get content of both boxes (!)

• Twist: demon first predicted what you would do, is uncannily accurate

• If demon predicted you’d take just B, there’s $1,000,000 in B (and $1,000 in A)

• Otherwise, there’s $1,000 in each

• What would you do?

A B



Your own choice is evidence…

• … for what the demon put in the boxes

• … for whether your twin defects

• Evidential Decision Theory (EDT): When considering 
how to make a decision, consider how happy you 
expect to be conditional on taking each option and 
choose an option that maximizes that

• Causal Decision Theory (CDT): Your decision should 
focus on what you causally affect



Program equilibrium [Tennenholz 2004]

• Make your own code legible to the other player’s program!

If (other’s code = my code)

 Cooperate

Else

 Defect

If (other’s code = my code)

 Cooperate

Else

 Defect

• See also: [Fortnow 2009, Kalai et al. 2010, Barasz et al. 2014, Critch 
2016, Oesterheld 2018, …] 

2, 2 0, 3

3, 0 1, 1

cooperate defect

cooperate

defect



Robust program equilibrium [Oesterheld 2018]

• Can we make the equilibrium less fragile?

With probability ε

Cooperate

Else

Do what the other 

program does against 

this program

…

2, 2 0, 3

3, 0 1, 1

cooperate defect

cooperate

defect

Caspar Oesterheld



Simulating our way to cooperation? [IJCAI’23]

10, 5 0, 15

5, 0

4, 0

9, 5 -1, 15

• Restricted trust game [Berg et al. 1995]: P1 can give 5 which would 
be tripled, or 0; after receiving 15, P2 can give back 10, or 0

• Twist: P1 can simulate P2 first, at a cost of 1

P1

P2

P2

(simulated) P2

As (AI system) P2, how 
likely is it you’re now 

running as a 
simulation? → self-

locating belief
 What happens in 

equilibrium?

Vojta 
Kovařík

Caspar 
Oesterheld



Imperfect recall
• An AI system can deliberately forget or recall

• Imperfect recall already used in poker-playing AI 
• [Waugh et al., 2009; Lanctot et al., 2012; Kroer and Sandholm, 2016]

• But things get weird….



https://www.reddit.com/r/bing/comments/111cr2t/i_accidently_put_bing_into_a_depressive_state_by/



https://www.reddit.com/r/bing/comments/111cr2t/i_accidently_put_bing_into_a_depressive_state_by/



The Sleeping Beauty problem [Piccione and Rubinstein’97, Elga’00]

• There is a participant in a study (call her Sleeping 
Beauty)

• On Sunday, she is given drugs to fall asleep

• A coin is tossed (H or T)

• If H, she is awoken on Monday, then made to sleep 
again

• If T, she is awoken Monday, made to sleep again, then 
again awoken on Tuesday

• Due to drugs she cannot remember what day it is or 
whether she has already been awoken once, but she 
remembers all the rules

• Imagine you are SB and you’ve just been awoken.  
What is your (subjective) probability that the coin 
came up H?

H

T

Sunday Monday Tuesday

don’t do this at 
home / without 
IRB approval…



Taking advantage of a Halfer [Hitchcock’04]

• Offer Beauty the following bet whenever she 
awakens:

• If the coin landed Heads, Beauty receives 11

• If it landed Tails, Beauty pays 10

• Argument: Halfer will accept, Thirder won’t

• If it’s Heads, Halfer Beauty will get +11

• If it’s Tails, Halfer Beauty will get -20 

• Can combine with another bet to make Halfer 
Beauty end up with a sure loss (a Dutch book)

H

T

Sunday Monday Tuesday



Evidential decision theory
• Idea: when considering how to make a decision, should consider what it would tell you 

about the world if you made that decision

• EDT Halfer: “With prob. ½, it’s Heads; if I accept, I will end up with 11. With prob. ½, it’s 
Tails; if I accept, then I expect to accept the other day as well and end up with -20. I 
shouldn’t accept.”

• As opposed to more traditional causal decision theory (CDT)

• CDT Halfer: “With prob. ½, it’s Heads; if I accept, it will pay off 11. With prob. ½, it’s Tails; 
if I accept, it will pay off -10.  Whatever I do on the other day I can’t affect right now. I 
should accept.”

• EDT Thirder can also be Dutch booked

• CDT Thirder and EDT Halfer cannot
• [Draper & Pust ‘08; Briggs ’10; Oesterheld & C. working paper]

• EDTers arguably can in more general setting 
• [C., Synthese’15]

• … though we’ve argued against CDT in other work [Oesterheld & C, Phil. Quarterly’21]

H

T

Sunday Monday Tuesday



Complexity of equilibrium 
concepts [IJCAI’23, ongoing] 

CDT+Thirding EDT+Halfing Ex ante optimal

CLS-complete* PLS-complete* NP-hard*

*under conditions / greatly oversimplifying

Caspar 
Oesterheld

Paul 
Goldberg

Emanuel 
Tewolde

Manolis 
Zampetakis



Philosophy of “being present” somewhere, sometime

1: world with creatures 
simulated on a computer

simulated light (no 
direct correspondence 
to light in our world)

2: displayed perspective 
of one of the creatures

• To get from 1 to 2, need additional code to:
• A. determine in which real-world colors to display perception

• B. which agent’s perspective to display

• Is 2 more like our own conscious experience than 1?  If so, are there further facts 
about presence, perhaps beyond physics as we currently understand it?

• Related to A-theory and B-theory of time in metaphysics [C., dialectica’20]

See also: [Hare 2007-2010, Valberg 
2007, Hellie 2013, Merlo 2016, …]

https://link.springer.com/article/10.1007/s10670-018-9979-6
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Many open questions

• What are the foundations of game theory for highly advanced AI?

• How should an agent play with other agents with overlapping code?  
With visible code?

• How should an agent play when it may be being simulated? When it 
can’t remember the past?

• What design decisions can improve cooperation? 
• How realistic are they?  How do we make them more so?
• How robust are they?  How do we make them more so?

• What is the role of learning?
• Can we design learning algorithms that converge to good equilibria?
• In contexts of logical uncertainty?

• … THANK YOU FOR 
YOUR ATTENTION!
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