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North-star models

GPT-4, Claude, Llama

• “Large language models”

• Exceptional Multidisciplinary Performance

• Great as coding assistants, writing assistants etc

GPT4 performance



North-star models

OpenAI’s CLIP model

•  Bridges vision and language
• Text-to-image generators 

• General purpose capable vision models 

• Image search and retrieval 



Supervised learning

• At their core, LLMs and CLIP are prediction models

Input Target𝑓



MNIST example 
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LLMs

Input Target

“The sun rises in the” “east”

“After missing the bus, she 
decided to walk to the”

“store (or ”office” or “park”)



CLIP
Input Target

“A red bicycle parked 
beside a wooden fence”

“A playful golden retriever 
sitting on green grass”

“A curious tabby cat 
lounging on a cozy couch”

the correct pairings of a 
batch of (image, text) 

examples



Supervised learning

• At their core, LLMs and CLIP are prediction models

Input Target𝑓

How do we obtain f?



How to do prediction? 
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Write a program that classifies 
handwritten 6s from 2s



Supervised learning

Input Target𝑓
• Collect a large volume of images and their corresponding numbers
• Write ML algorithm “figure out” what 𝑓 is

, 2

Training data

, 0

, 5

, 8

Machine 

learning 

algorithm
𝑓



Notation

• Inputs 

• Target

• Multiple: 



Input representation

• Breast tumor classification example
• Numerical description of the physical and structural characteristics of 

the cell

• Images
• Flattened representation

• Tensor representation (Channels, Height, Width) 



Input representation: text

• Tokenization and vocabulary

• One-hot encoding

• Embedding



Hypothesis and hypothesis class



Hypothesis and hypothesis class

What makes a good hypothesis?



Loss functions

• Zero-one error



Loss functions

• Convert to “probabilities”

• Positive

• Sum to 1

• Softmax



Loss functions

• Cross entropy loss

• Maximize likelihood of observed data 



Loss functions: binary classification

ℓ0/1 = 1 𝑦 ⋅ ℎ𝜃 𝑥 ≤ 0

ℓlogistic = log 1 + exp −𝑦 ⋅ ℎ𝜃 𝑥

ℓhinge = max{1 − 𝑦 ⋅ ℎ𝜃 𝑥 , 0}

ℓexp = exp(−𝑦 ⋅ ℎ𝜃 𝑥 )

Model only one logit ℎ𝜃(𝑥) as the “score” of positive class and convert to 
a probability via sigmoid function



Loss functions: language modeling



Loss functions: CLIP



Piazza poll



Training procedure

• Minimize train loss



Coming up 

• How to minimize training loss? (Optimization)
• (Stochastic) gradient descent

• Momentum-based methods

• Adaptive gradient methods

• When/why does that work? (Generalization)
• ”Classical” view

• Revisit after discussing deep networks



Any questions?
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