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Recap

• We are building towards GPT4 and CLIP

• Supervised learning
• Mapping input to targets

• Notation: hypothesis function, hypothesis space, loss function

• Minimizing training loss 

• Why does this work? Generalization (This lecture)

• How to minimize training loss? Optimization



Minimize training loss 

• Minimize train loss
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Training data

We care about good performance on unseen examples (test 
set)



Intuitive picture





Expected risk



Expected risk minimizer



Empirical risk 



Empirical risk minimizer



Formalizing intuitive picture

• Approximation error

• Estimation error



Piazza poll



Effect of hypothesis class size



Understanding estimation error



Simple realizable case











General recipe

• Convergence: for fixed h, 𝐿(ℎ) is close to ෠𝐿(ℎ)

• Uniform convergence: convergence holds for all hypothesis 
simultaneously

• Why uniform convergence?



Takeaways

• Approximation error: decreases with increase in H

• Estimation error: more nuanced, depends on H
• Very large H leads to high estimation error

• How to keep H small?



Regularization

• Linear classifiers: dimensionality, norm 

• Regularized objective



Any questions?
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