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Re
ap

Let err(h) = true error of h, ^err(h) = empiri
al

error of h. m = sample size.

� From �rst prin
iples: if err(h) � ", then

Pr

[

^err(h) = 0

℄

� (1� ")

m

:

� Set rhs to Æ=jCj and solve for m. After

m =

1

"

�

ln jCj+ ln

1

Æ

�

examples, whp all h 2 C of true error � " have

empiri
al error > 0.

� From Hoe�ding:

Pr

[

j ^err(h)� err(h)j � "

℄

� 2e

�2m"

2

:

� Set rhs to Æ=jCj and solve for m. After

m =

2

"

2

�

ln jCj+ ln

2

Æ

�

examples, whp all h 2 C have j ^err(h)�err(h)j �

".



Drawba
ks

� Use of the union bound makes this loose when

many hypothesis in C are very similar.

� This is espe
ially bad for 
ontinuous hypoth-

esis spa
es.



What we'll prove today

Let C[S℄ be the set of splittings of dataset S using


on
epts in C, and let C[m℄ = max

jSj=m

jC[S℄j.

� Theorem 2: For any 
lass C, distrib. D, if

m >

2

"

[

log

2

(2C

[

2m

℄

) + log

2

(1=Æ)

℄

then with prob. (1�Æ), all h 2 C with err(h) > "

have ^err(h) > 0.

� Theorem 2': For any 
lass C, distrib. D, if

m >

2

"

2

[

ln(2C

[

2m

℄

) + ln(1=Æ)

℄

then with prob. (1� Æ), all h 2 C have

jerr(h)� ^errj � ":

� Theorem 3: Can repla
e bound in Theorem

2 with: O(

1

"

[

V Cdim(C) log(1=") + log(1=Æ)

℄

).

For the proofs, let's go to the board....


