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On the Complexity of Neural Network Classifiers:
A Comparison Between Shallow and

Deep Architectures
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Abstract— Recently, researchers in the artificial neural net-
work field have focused their attention on connectionist models
composed by several hidden layers. In fact, experimental results
and heuristic considerations suggest that deep architectures
are more suitable than shallow ones for modern applications,
facing very complex problems, e.g., vision and human language
understanding. However, the actual theoretical results supporting
such a claim are still few and incomplete. In this paper, we
propose a new approach to study how the depth of feedforward
neural networks impacts on their ability in implementing high
complexity functions. First, a new measure based on topological
concepts is introduced, aimed at evaluating the complexity of the
function implemented by a neural network, used for classification
purposes. Then, deep and shallow neural architectures with com-
mon sigmoidal activation functions are compared, by deriving
upper and lower bounds on their complexity, and studying how
the complexity depends on the number of hidden units and the
used activation function. The obtained results seem to support
the idea that deep networks actually implements functions of
higher complexity, so that they are able, with the same number
of resources, to address more difficult problems.

Index Terms— Betti numbers, deep neural networks, function
approximation, topological complexity, Vapnik–Chervonenkis
dimension (VC-dim).

I. INTRODUCTION

IN RECENT years, there has been a substantial growth
of interest in feedforward neural networks with many

layers [1]–[3]. The main idea underlying this research is
that, even if common machine learning models often exploit
only shallow architectures, deep architectures1 are required
to solve complex AI problems as, e.g., image analysis or
language understanding [6]. Such a claim is supported by
numerous evidences coming from different research fields.
For example, in neuroscience, it is well known that the neocor-
tex of the mammalian brain is organized in a complex layered
structure of neurons [7], [8]. In machine learning practice,
complex applications are commonly approached by passing

Manuscript received May 6, 2013; revised October 12, 2013; accepted
November 21, 2013. Date of publication January 2, 2014; date of current
version July 14, 2014.

The authors are with the University of Siena, Siena 53100, Italy (e-mail:
monica@dii.unisi.it; franco@dii.unisi.it).

Digital Object Identifier 10.1109/TNNLS.2013.2293637
1It is worth noting that, in this paper, the terms “deep architectures” and

“deep networks” are completely interchangeable and are used to address the
general class of feedforward networks with many hidden layers, whereas in [4]
and [5] “deep network” identifies a specific model in the above class.

the data through a sequence of stages, e.g., preprocessing,
prediction and postprocessing. In the specific field of artificial
neural networks, researchers have proposed and experimented
several models exploiting multilayer architectures, including
convolutional neural networks [9], cascade correlation net-
works [10], deep neural networks [4], [5], layered graph neural
networks [11], and networks with adaptive activations [12].

In addition, even recurrent/recursive models [13], [14] and
graph neural networks [15], which cannot be strictly defined
deep architectures, actually implement the unfolding mecha-
nism during learning, which, in practice, produces networks
that are as deep as the data they have to model. All the above
mentioned architectures have found in recent years a wide
application to challenging problems in pattern recognition,
such as, for example, in natural language processing [16],
chemistry [17], image processing [18], [19], and web min-
ing [20], [21].

Nevertheless, from a theoretical point of view, the advan-
tages of deep architectures are not yet completely under-
stood. The existing results are limited to neural networks
with boolean inputs and units, implementing logical gates or
threshold activation functions, and to sum-product networks
[22], [23]. In the first case, it has been proved that the imple-
mentation of some maps, for instance, the parity function,
requires a different number of units according to whether a
shallow or a deep architecture is exploited. However, such
results deal only with specific cases and do not provide a
general tool for studying the computational capabilities of deep
neural networks. For sum-product networks, instead, deep
architectures were proven to be more efficient in representing
real-valued polynomials. Anyway, there seems to be no way
to directly extend those results to common neural networks,
with sigmoidal activation functions.

Intuitively, an important actual limitation is that no mea-
sure is available to evaluate the complexity of the functions
implemented by neural networks. In fact, the claim that
deep networks can solve more complex problems can be
reformulated as deep neural networks can implement func-
tions with higher complexity than shallow ones, when using
the same number of resources. Anyway, to the best of our
knowledge, the concept of high complexity function has not
been formally defined yet in the artificial neural network field.
Actually, the complexity measures commonly used are not
useful for our purposes, since they deal with different concepts,
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Fig. 1. (a) 3-D sphere. (b) Torus.

such as the architectural complexity (number of parameters,
units, and layers) or the generalization capability of a model,
based on the Vapnik–Chervonenkis dimension (VC-dim).2

Here, we want to evaluate the complexity of the implemented
function, independently from other characteristics of the net-
work.

In this paper, we propose to exploit some concepts coming
from topology theory in order to design a measure of function
complexity that can be applied to neural networks, used in the
classification framework. In addition, we will employ such
a measure to compare deep and shallow networks, proving
that the former have some theoretical advantages over the
latter. More precisely, let fN : IRn → IR be the function
implemented by a feedforward neural network N , with n
inputs and a single output. We will measure the complexity
of the function fN by the topological complexity of the set
SN = {x ∈ IRn| fN (x) ≥ 0}. Such an approach is natural
when the network N is used for classification since, in this
case, SN is just the set of inputs scored with a nonnegative
response, i.e., the set of patterns belonging to the positive
class.

We will also exploit the concept of Betti numbers [25], in
order to measure the complexity of the set SN . In algebraic
topology, Betti numbers are used to distinguish spaces with
different topological properties. More precisely, for any subset
S ⊂ IRn , there exist n Betti numbers,3 which, in the following,
will be denoted by bi (S), 0 ≤ i ≤ n − 1. Intuitively, the first
Betti number b0(S) is the number of connected components of
the set S, while the i th Betti number bi (S) counts the number
of (i + 1)-dimensional holes in S. For example, consider
the four subsets SB I , SB , SD , and SI in IR2, representing
the character strings B I , B , D, and I , respectively. All
the subsets are constituted by a single connected component
except for SB I , which has two components. Thus, b0(SB) =
b0(SD) = b0(SI ) = 1 and b0(SB I ) = 2. In addition,
b1(SB I ) = b1(SB) = 2, b1(SD) = 1, and b1(SI ) = 0,
because SB I and SB contain two (2-D) holes, SD contains
one hole, and SI has no hole, respectively. For an example, in
a larger dimensional space, let us compare a 3-D sphere, Sπ ,
and a torus, Sτ (Fig. 1). We can observe that both of them
have a single connected component and contain a 3-D hole

2A probabilistic upper bound on the test error of a classification model can
be predicted using the VC–dimension [24].

3Formally, bi (S) is defined for any i ≥ 0, but bi (S) = 0 for i ≥ n.

TABLE I

UPPER AND LOWER BOUNDS ON THE GROWTH OF B(SN ) FOR

NETWORKS WITH h HIDDEN UNITS, n INPUTS, AND

l HIDDEN LAYERS. THE BOUND IN THE FIRST ROW

IS A WELL-KNOWN RESULT AVAILABLE IN [26]

(i.e., b0(Sπ ) = b2(Sπ) = b0(Sτ ) = b2(Sτ ) = 1). On the other
hand, the sphere contains a single 2-D hole, defined by any
circle on its surface, whereas the torus has two 2-D holes,
the one in the center and the one in the middle of the “tube”
(i.e., b1(Sπ ) = 1, b1(Sτ ) = 2).

Thus, Betti numbers capture a topological notion of com-
plexity that can be used to compare subspaces of IRn . In the
examples, we can assert that SB I is more complex than SB ,
because the former is made by two components, SB is more
complex than SD , because SB has more holes than SD , and
the torus is more complex than the sphere, because it has two
2-D holes instead of one.

In this paper, we will evaluate the Betti numbers bi (SN )
of the regions SN , positively classified by feedforward neural
networks, in order to understand how they are affected by
the network architecture, i.e., based on being N deep or not.
Several theorems will be derived, providing both upper and
lower bounds on the sum of the Betti numbers, B(SN ) =∑

i bi (SN ), varying the architecture and the activation func-
tions exploited by the network. More specifically, considering
a particular class of networks, the existence of a lower bound
L implies that for at least one network N , belonging to
the considered class, B(SN ) ≥ L holds, while an upper
bound U is such if B(SN ) ≤ U for all the networks in the
class.

Table I summarizes the obtained results. Here, h represents
the number of hidden neurons, n is the number of inputs,
and l is the number of layers in the network. In addition,
the common big O notation is used to describe the limit
behavior of B(SN ) with respect to h. Thus, B(SN ) ∈ O( f (h))
means that limh→∞ B(SN )/ f (h) < ∞ holds and, similarly,
B(SN ) ∈ �( f (h)) means that limh→∞ f (h)/B(SN ) < ∞
holds. It is worth mentioning that all the proposed results hold
also if l is replaced by h in the upper bounds, and by 2h, in
the lower bounds.4

Interestingly, a general result seems to emerge from our
analysis, summarized by the following two propositions.

4Indeed, h ≥ l holds, whereas, for lower bounds, theorems are proved by
providing an example of a network with two hidden units per layer.
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Proposition 1: For network architectures with a single hid-
den layer, the sum of the Betti numbers, B(SN ), grows
at most polynomially with respect to the number of the
hidden units h, i.e., B(SN ) ∈ O(hn), where n is the input
dimension.

Proposition 2: For deep networks, B(SN ) can grow expo-
nentially in the number of the hidden units, i.e., B(SN ) ∈
�(2h).

More precisely, the above propositions have been proved
for networks exploiting some specific activation functions,
namely, the inverse tangent, arctan(a) = tan−1(a), the hyper-
bolic tangent,5 tanh(a) = (ea − e−a)/(ea + e−a), and poly-
nomials. In fact, by simplifying the bounds in Table I, it can
be easily seen that both the claims are proved for polynomial
activation functions of degree r : B(SN ) ∈ O(rn), for networks
with a unique hidden layer, and it ranges between �(2h) and
O(r2hn) for deep networks. In addition, both claims are also
demonstrated for networks using the arctangent; the sum of the
Betti numbers ranges between �((h/n)n) and O((n + h)n+2)

in shallow networks, and between �(2h) and O(4h2
(nh)n+2h)

in deep networks. On the other hand, Proposition 2 holds for
generic sigmoid activation functions (i.e., monotone increas-
ing, functions having left and right limits); in this case, the
lower bound is �(2h).

For the sake of clarity, it is worth pointing out that we
do not know whether the two propositions hold for all the
commonly used activation functions, and that the presented
results are nonconclusive and leave open interesting avenues
of investigation for future work. For instance, Proposition 1
has not been proved for networks with the hyperbolic tangent
function. Interestingly, we will clarify that the extension of
such results may require some significant advancements in
algebraic topology, since they are related to some important
and still unsolved problems.

Finally, from a practical point of view, both propositions
suggest that deep networks have the capability of implement-
ing more complex sets than shallow ones. This is particularly
interesting if compared with current results on VC-dim of
multilayer perceptrons. Actually, the available bounds on VC-
dim with respect to the number of network parameters6 do
not depend on whether deep or shallow architectures are
considered. Since the VC-dim is related to generalization,
the two results together seem to suggest that deep networks
allow to largely increase the complexity of the classifiers
implemented by the network without significantly affecting its
generalization behavior. This paper includes also an intuitive
and preliminary discussion on the peculiarities that an applica-
tion domain should have to take advantage of deep networks.

This paper is organized as follows. In Section II, the
notation is introduced. Section III collects the main results. In
Section IV, such results are discussed and compared with the
state-of-the-art achievements. Finally, conclusions are drawn
in Section V.

5It is worth mentioning that all the presented results for the hyperbolic
tangent apply also to the logistic sigmoid logsig(a) = 1/(1+e−a), which can
be obtained by translations and dilations from tanh(·).

6Current bounds range from O(p log p) to O(p4), according to the used
activation function, being p the number of the network parameters.

II. NOTATION

A. Multilayer Perceptron Networks

In this paper, we consider multilayer perceptron networks
with ridge activation functions and a unique output. Formally,
since it is assumed that the network is composed of neurons
(units) organized in layers, each neuron is uniquely identified
by a pair (k, l), where l is the layer it belongs to, and k is the
sequential position it occupies within the layer. In addition,
it is also assumed that the layers are fully connected, i.e.,
there is a link from any neuron of a layer to any neuron of
the next layer, but no link exists between units of the same
layer or among nonconsecutive layers (in other words, there
are no shortcut connections). The network parameters collect
the weights assigned to the links and the biases related to each
unit; in particular, with wl

k,i ∈ IR we will denote the weight of
the connection from neuron (i, l −1) to neuron (k, l), whereas
bl

k ∈ IR will represent the bias of the (k, l) unit.
The network implements a function by activating each neu-

ron, starting from the first layer, which actually “passes” the
input, to the last layer, which returns the calculated function,
fN (x) : IRn → IR. The activation of each neuron produces
a real value, ok,l , called output. More precisely, the outputs
of the neurons in the first layer, i.e., layer 0, are set to the
components of the input x ∈ IRn , i.e., ok,0 = xk , 1 ≤ k ≤ n.
For the following layers, l > 0, the output is computed based
on the outputs of the units in the previous layer l − 1, as

ol
k = σ

⎛

⎝
hl−1∑

i=1

wl
k,i o

l−1
i + bl

k

⎞

⎠

where σ : IR → IR is the activation function, and h0 = n.
We assume here that the activation function of the unique

neuron in the output (last) layer is the identity function, i.e.,
σ(a) = a.7 On the other hand, for the activation function of
the hidden layers, four common cases will be studied: 1) the
inverse tangent function, i.e., σ(y) = arctan(y) = tan−1(y);
2) the hyperbolic tangent function, i.e., σ(y) = tanh(y) =
(ey − e−y)/(ey + e−y); 3) polynomial activation functions,
i.e., σ(y) = p(y), where p is a polynomial; and 4) sigmoid
functions, i.e., σ is a limited monotone increasing function, for
which there exist lσ , rσ ∈ IR such that limy→−∞ σ(y) = lσ
and limy→∞ σ(y) = rσ .

Finally, the network output is given by the output of the
neuron in the last layer. Thus, the function fN , implemented
by a three-layer network N (one hidden layer), with n inputs
and h1 hidden units, may be expressed in the form

fN (x) = b2
1 +

h1∑

i1=1

w2
1,i1σ

⎛

⎝b1
i1 +

n∑

i0=1

w1
i1,i0 xi0

⎞

⎠ . (1)

On the other hand, a four-layer network with, respectively,
h1 and h2 units in the first and in the second hidden layer,

7In common applications, output neurons with linear or sigmoidal activation
functions are usually employed. In this paper, the analysis is carried out only
for the former case, but most of the presented results can easily be extended
to the latter.
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implements the function

fN (x) = b3
1 +

h2∑

i2=1

w3
1,i2

× σ

⎛

⎝b2
i2 +

h1∑

i1=1

w2
i2,i1σ

⎛

⎝b1
i1 +

n∑

i0=1

w1
i1,i0 xi0

⎞

⎠

⎞

⎠

and so on.

B. Betti Numbers and Pfaffian Functions

Formally, the kth Betti number, bk(S), is defined as the
rank of the kth homology group of the space S. The reader
is referred to text books on algebraic topology for a wider
introduction to homology [25], [27]. Here, it suffices to say
that the homology theory realizes a link between topological
and algebraic concepts, and provides a theoretical framework
that allows to compare objects according to their forms.

Homology theory starts from the observation that two
topological spaces can be distinguished looking at their holes,
and provides a formal mathematical tool for determining
different types of holes. Actually, homology is also defined
to be based on cycles. In fact, a k-dimensional compact hole
can be identified by its (k − 1)-dimensional cyclic border.
For example, the border of the 3-D hole inside a sphere is
the surface of the sphere itself; a torus has two 2-D holes,
corresponding to the cyclic paths around the inside (of the
“donut”) and around the tube, respectively (Fig. 1). The kth
homology group of a space S, intuitively, collects a coding
of all the different types of (k + 1)-dimensional holes/cycles
contained in S. Thus, the kth Betti number provides a sort of
signature to recognize similar objects, by counting the number
of (k + 1)-dimensional holes.

The homology theory plays a fundamental role in many dis-
ciplines, including, for instance, physics [28], image process-
ing [29], and sensor networks [30].

A sequence ( f1, . . . , f�) of real analytic functions in IRn

is a Pfaffian chain on the connected component U ⊆ IRn , if
there exists a set of polynomials Pi, j such that for each x ∈ U
∂ fi

∂x j
= Pi, j (x, f1(x), . . . , fi (x)), 1 ≤ i ≤ �, 1 ≤ j ≤ n (2)

holds. A Pfaffian function in the chain ( f1, . . . , f�) is a map f ,
expressed as a polynomial P in x and fi (x), i = 1, . . . , �

f (x) = P(x, f1(x), . . . , f�(x)).

The complexity (or the format) of the Pfaffian function f is
defined by a triplet (α, β, �), where α is the degree of the
chain, i.e., the maximum degree of the polynomials Pi, j , β is
the degree of the Pfaffian function, i.e., the degree of P , and
� is the length of the chain.

The class of Pfaffian maps is very wide and includes most of
the functions commonly used in engineering and computer sci-
ence applications. Actually, most of the elementary functions
are Pfaffian, e.g., the exponential, the trigonometric functions,8

8More precisely, sin(·) and cos(·) are Pfaffian within a period. For instance,
sin(·) and cos(·) are Pfaffian in [0, 2π ].

the polynomials, and all the algebraic functions. In addition,
the compositions and the inverses of Pfaffian functions are
Pfaffian. Therefore, the natural logarithm, ln(x), is Pfaffian,
being the inverse of the exponential function ex , and the
logistic sigmoid logsig( x) = 1

(1+e−x )
is Pfaffian, since it is

an algebraic function of Pfaffian functions.

III. THEORETICAL RESULT

In this section, we collect some theoretical results on
function complexity, which can be applied to neural networks
used in the classification framework, in order to compare deep
and shallow architectures. Actually, in Sections III-A and B,
results on upper and lower bounds, evaluated for different
activation functions (threshold, polynomials, and sigmoidal),
are, respectively, reported. For the theorems’ proofs, the reader
is referred to the Appendix, that also contains a discussion on
possible extensions to the presented results.

A. Upper Bounds

The first theorem we propose provides an upper bound on
the sum of the Betti numbers of the positive set realized by
three-layer networks with arctan(·) activation function.

Theorem 1: Let N be a three-layer neural network with
n inputs and h hidden neurons, with arctangent activation in
the hidden units. Then, for the set SN = {x ∈ IRn | fN (x) >
0}, B(SN ) ∈ O((n + h)n+2) holds.

Thus, B(SN ) grows at most polynomially in the number of
hidden neurons. Interestingly, a similar result can be obtained
for analogous shallow architectures having a single hidden
layer of polynomial units.

Theorem 2: Let p be a polynomial of degree r . Let
N be a three-layer neural network with n inputs, and h hidden
neurons, having p as activation function. Then, for the set
SN = {x ∈ IRn| fN (x) > 0}, it holds that

B(SN ) ≤ 1

2
(2 + r)(1 + r)n−1.

In addition, when the network has only one input and the
activation function is the arctangent, the problem of defining a
bound on B(SN ) becomes simpler. In fact, if n = 1, then SN is
a set of intervals in IR and the only nonnull Betti number is the
first one, i.e., b0(SN ), which counts the number of intervals
where fN (x) is nonnegative. In this case, as proved in the
following theorem, the bound on b0(SN ) is linear.

Theorem 3: Let N be a three-layer neural network with one
input and h hidden neurons. If the activation function used in
the hidden units is the arctangent, then it holds that

b0(SN ) ≤ h.

Finally, we derive some upper bounds for deep networks,
which can have any number of hidden layers.

Theorem 4: Let N be a network with n inputs, one output,
l hidden layers, and h hidden units with activation σ . If σ is
a Pfaffian function such that the polynomials Pi, j , defining its
chain, do not depend on the input variable x (see Eq.(2)), σ
has complexity (α, β, �), and n ≤ h�, then

B(SN ) ≤ 2(h�(h�−1))/2

×O
(
(n((α + β − 1 + αβ)l + β(α + 1)))n+h�

)
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holds. In addition, if σ = arctan(·) and n ≤ 2h, then

B(SN ) ≤ 2h(2h−1)O
(
(nl + n)n+2h

)
,

and if σ = tanh(·) and n ≤ h

B(SN ) ≤ 2(h(h−1))/2O
(
(nl + n)n+h

)
.

It is worth noting that the hypothesis n ≤ h� (n ≤ 2h,
n ≤ h) is not restrictive for our purposes, since we are
interested in the asymptotic behavior of deep architectures,
with the number of hidden layers (and, therefore, the number
of hidden units) tending to infinity. Similarly, the assumption
on Pi, j , defining the chain of σ , is satisfied by common
activation functions and represents just a technical hypothesis
added to simplify the proof of Theorem 4 (see the Appendix,
for more details).

Finally, for deep networks with polynomial activation func-
tions, the upper bound of Theorem 4 can be improved as
follows.

Corollary 1: Let fN (x) be the function implemented by a
neural network with n inputs, one output, and l hidden layers,
composed by neurons with a polynomial activation function
of degree r . Then, it holds that

B(SN ) ≤ 1

2
(2 + r l)(1 + r l)n−1.

B. Lower Bounds

In the following, we present some results on lower bounds
of B(SN ), for both deep and shallow networks. In particular,
we study the growth of B(SN ) when the number of layers
is progressively increased. Actually, the presented results con-
cern b0(SN ). However, since B(SN ) > b0(SN ), they also
hold for B(SN ).

In the next theorem, we prove that for networks of growing
depth, B(SN ) can actually become exponential with respect to
the number of the hidden neurons. In fact, Theorem 5 provides
an exponential lower bound on b0(SNl ), for deep networks
with hidden neurons having sigmoid activation.

Theorem 5: For any positive integers l, n, and any sigmoid
activation function, there exists a multilayer network Nl with
n inputs, a unique output, l hidden layers, and two neurons
per layer, such that

b0(SNl ) ≥ 2l−1 + 1.

Interestingly, Theorem 5 can be extended to networks with
nonlinear continuously differentiable activation functions.

Theorem 6: Let σ ∈ C3 be a nonlinear function in an
open interval U ⊆ IR. Then, for any positive integers l, n,
there exists a multilayer network Nl , with n inputs, a unique
output, l hidden layers, and two neurons in each layer, with
activation σ , such that

b0(SNl ) ≥ 2l−1 + 1.

Notice that even if both Theorems 5 and 6 can be applied
to the common activation functions tanh(·) and arctan(·), they
deal with slightly different classes of functions. In particular,
Theorem 5 copes with general sigmoidal activation func-
tions, including, e.g., piecewise continuous functions, whereas

Theorem 6 deals with nonlinear C3 activations, a class that
includes all the polynomials with degree larger than one.

On the other hand, the obtained results are not useful for
networks with a fixed number of layers, since, in this case, the
bound becomes a constant. In the following, a lower bound
for the complexity of three-layer networks is devised, varying
the number of hidden neurons. More precisely, in the next
theorem, we show that b0(SN ) can grow as ((h − 1)/2n)n

for three-layer networks with sigmoid activation functions.
Interestingly, the lower bound is �(hn), and it is optimal
for networks with arctan(·) function, since it equals the upper
bound devised in Theorem 1. It is also optimal for networks
with threshold activation (see [26], [31]).

Theorem 7: For any positive integers n, m, and any sig-
moidal activation function σ , there exists a three-layer net-
work N , with n inputs and h = n(2m − 1) hidden units, for
which

b0(SN ) ≥
(

h − 1

2n

)n

.

It is worth mentioning that a tighter lower bound b0(SN ) ≥
(h/n)n can be obtained by assuming that the activation func-
tion is nonpolynomial and analytic at some point.9 (see the
theorem’s proof, for more details).

Instead, Theorem 7 cannot be extended to three-layer net-
works with polynomial activations, since they are not universal
approximators. Actually, it can easily be seen that, in this case,
fN is a polynomial having at most the degree of the activation
function, independently of the number of hidden units. In fact,
also the upper bound in Theorem 2 does not depend on the
number of hidden neurons, but only on the degree of the
activation function and on the input space dimension.

IV. RELATED LITERATURE AND DISCUSSION

This paper belongs to the wide class of studies whose intent
has been that of characterizing the peculiarities of the functions
implemented by artificial neural networks. In the early 90s,
the capacity of multilayer networks—with sigmoidal, RBF,
and threshold activation functions—of approximating any con-
tinuous map up to any degree of precision was established
[32]–[35]. Such seminal studies have been subsequently
extended in several ways, considering networks with very
generic neurons (e.g., with analytic activation functions),
expanding the class of approximable maps (e.g., to integrable
functions [36]), or studying nonstatic networks (e.g., recurrent,
recursive, and graph neural networks [37]–[39]). Unfortu-
nately, those results do not allow to distinguish between deep
and shallow architectures, since they are based on common
properties instead of on distinguishing features.

On the other hand, researchers in the field of logic networks
have actually pursued the goal of defining the effect of
the network depth on the amount of resources required to
implement a given function. In this ambit, it has been shown
that there exist boolean functions, whose realization requires a
polynomial number of logic gates (AND, OR, and NOT) using

9A function is analytic at a given point if its Taylor series, computed with
respect to such a point, converges.
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a network with l layers, whereas an exponential number of
gates is needed for a smaller number of layers [40], [41].
A well-known function of this class is the parity function,10

which requires an exponential number of gates (in the number
of inputs), if the network has two layers, whereas it can be
implemented by a linear number of logic gates, if a logarithmic
number of layers (in the input dimension) are employed. It is
worth mentioning that it has been also proved that most of the
boolean functions require an exponential number of gates to
be computed with a two-layer network [42].

In addition, in [22], deep and shallow sum-product net-
works11 were compared, using two classes of functions. Their
implementation by deep sum-product networks requires a
linear number of neurons with respect to the input dimension n
and the network depth l, whereas a two-layer network needs
at least O(2

√
n) and O((n − 1)l) neurons, respectively.

Finally, similar results were obtained for weighed threshold
circuits.12 For example, it has been proved that there are
monotone functions13 fk that can be computed with depth k
and a linear number of logic (AND, OR) gates, but they require
an exponential number of gates to be computed by a weighed
threshold circuit with depth k − 1 [44].

The above mentioned results, however, cannot be applied
to common Backpropagation neural networks. In this sense,
as far as we know, the theorems reported in this paper are the
first attempt to compare deep and shallow architectures, which
exploit the common tanh(·) and arctan(·) activation functions.
Interestingly, the presented theorems are also related to those
on VC-dim, both from a mathematical and a practical point
of view. An exhaustive explanation of such mathematical
relationship would require the introduction of tools that are out
of the scope of this paper. Here, it suffices to say that some of
the results obtained for the VC-dim can be derived using the
same theory, on Betti numbers and Pfaffian functions, that we
will use in our proofs (see [45]). On the other hand, in order
to clarify practical relationships, it is worth pointing out that
the VC-dim provides a way of measuring the generalization
capability of a classifier. Current available results show
that the VC-dim is O(p2), for networks with arctan(·) or
tanh(·) activation, where p is the number of parameters
[45]–[47]. In addition, for generic sigmoidal activation
functions,14 a lower bound �(p2) has been devised, so that
the upper bound O(p2) for arctan(·) and tanh(·) is optimal.
Thus, the VC-dim is polynomial with respect to the number
of parameters and, as a consequence, it is polynomial also in
the number of hidden units. These bounds do not depend on
the number of layers in the network, thus suggesting that, in

10The parity function, f : {0, 1}n → {0, 1}, is defined as f (x) = 1,
if

∑n
i=1 xi is odd, and f (x) = 0, if

∑n
i=1 xi is even.

11A sum-product network consists of neurons that either compute the
product or a weighed sum of their inputs.

12Thresholds circuits are multilayer networks with threshold activation func-
tions, i.e., σ(a) = 1, if a ≥ 0, and σ(a) = 0, if a < 0. Interestingly, threshold
circuits are more powerful than logic networks and allow to implement the
parity function by a two–layer network with n threshold gates [43].

13See [44] for a definition of monotone function, in this case.
14More precisely, this result holds if the activation function σ has left and

right limits and it is differentiable at some point a, where also σ ′(a) �= 0
holds.

practice, the depth of a network has a larger impact on the
complexity of the implemented function than on its gener-
alization capability. In other words, using the same amount
of resources, deep networks are able to face more complex
applications without loosing their generalization capability.

Let us now discuss the limits of the presented theorems.
Further limits will be discussed in Subsection I of the
Appendix. First, as mentioned in Section I, the claim that
the sum of the Betti numbers related to sets implemented
by common multilayer networks grows exponentially in the
number of neurons if the network is deep, whereas it grows
polynomially for a three-layer architecture, has been proved
only for some activation functions. The most evident limitation
of our results lies in the lack of a tight and polynomial
upper bound for three-layer networks with hyperbolic tangent
activation (Table I). Such a limitation may appear surprising,
since a bound has been derived for the arctan(·) function,
which is, intuitively, very similar to tanh(·). Actually, the
difference between arctan(·) and tanh(·) is more technical than
fundamental. In the Appendix, it will be explained how the
problem of devising a tighter bound for three-layer networks
with tanh(·) activation is strictly related to a well known and
unsolved problem on the number of the solutions of poly-
nomial systems. Also in that context, it will be deepen how
the general goal of improving the bounds reported in Table I
is related to unsolved challenging problems in mathematics
as well.

In addition, we have considered only networks with Pfaffian
activation functions. Though this is a general feature for the
activations commonly used in Backpropagation networks,
such an assumption is fundamental and cannot be easily
removed, because it ensures that the Betti numbers of the set
implemented by the network are finite. Actually, in [48], it has
been shown that the VC-dim is infinite for networks with one
input, and two hiddens, with activation function σ(a) = π−1

arctan(a) + (α(1 + a2))−1 cos(a) + 1/2, where α > 2π .
In fact, the presence of the sinusoidal component allows to
construct a single input network N for which fN has an
infinite number of roots. Obviously, in this case, also B(Sn) is
infinite. However, such a degenerate behavior is not possible
when the activation function is Pfaffian, since a system of
n Pfaffian equations in n variables has a finite number of
solutions [49].

Also, one may wonder whether there are alternatives to the
sum of the Betti numbers, B(SN ) = ∑

i bi (SN ), for mea-
suring the complexity of the regions realized by a classifier.
Actually, it is easy to see that other measures exist and we
must admit that our choice of using B(SN ) is due both to
the availability of mathematical tools suitable to derive a set
of useful bounds and to the fact that it provides a reasonable
way of distinguishing topological complexity details. Actually,
b0(SN ) (the number of connected regions of SN ) is a possible
alternative to B(SN ), even if it captures less information on
the set SN ,15 while we are not aware of any tighter bound that

15For example, using B(SN ), we can recognize that the region representing
the character B is more complex than the region D, which, in turn, is more
complex than the region I , whereas all the regions have the same complexity
according to b0(SN ).
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Fig. 2. Plots of the set S f , for f = g (top left), f = g ◦ t (top right),
f = g ◦ t2 (bottom left), and f = g ◦ t3 (bottom right), where g = 1 − ‖x‖2,
t (x) = [1 − 2x2

1 , 1 − 2x2
2 ], t2 = t ◦ t , and t3 = t ◦ t ◦ t hold.

can be derived using b0. On the other hand, it is not difficult
to design a measure that captures the fact that the character M
looks more complex than the character I, a difference which
is not recognized by B(SN ), but then it becomes challenging
to derive useful bounds using such a measure.

Finally, it may help to provide an intuitive explanation of the
possible advantages of deep architectures. First, notice that the
kth hidden layer of a feedforward network realizes a function
that correlates the outputs of the neurons in layer k − 1 with
the inputs of the neurons in layer k + 1. Such a correlation
can be represented as a map, so that the global function
implemented by a deep network results in a composition of
several maps, whose number depends on the number of its
hidden layers. On the other hand, the function composition
mechanism intuitively allows to replicate the same behavior
on different regions of the input space. Without providing
a formal definition of such a statement, let us illustrate this
concept with an example. Consider the composition f = g ◦ t ,
with g : D → IR, t : D → D, defined on the domain
D ⊆ IRn . In addition, let us assume that there exist m sets,
A1, . . . , Am ⊆ D, such that t (Ai) = D, 1 ≤ i ≤ m. We can
observe that the number of connected regions b0(S f ) of the
set S f = {x | f (x) ≥ 0} is at least m times b0(Sg), where
Sg = {x | g(x) ≥ 0}. In fact, intuitively, f behaves on each
Ai as g behaves on the whole domain D. In addition, this
argument can be extended to the case when g is composed
with t several times, i.e., f = g ◦ tk , where tk = t ◦ t ◦ . . . ◦ t
for k occurrences of t . In this case, the ratio b0(S f )/b0(Sg)
is at least mk . For example, Fig. 2 shows the set Sg◦t , when
g = 1 − ‖x‖2, t (x) = [1 − 2x2

1 , 1 − 2x2
2 ], and D = {x | − 1 ≤

x1 ≤ 1,−1 ≤ x2 ≤ 1}. Since t maps four distinct regions
to D, then Sg is composed of a single connected region,
Sg◦t of four connected regions, Sg◦t2 of 16 regions, Sg◦t3 of
64 regions, and so on.

Therefore, we can intuitively conclude that deep networks
are able to realize, with few resources, functions that replicate

a certain behavior in different regions of the input space.
Obviously, here the concept of replicating a behavior must
be interpreted in a very broad sense, since the hidden layers
of a deep network can approximate any function.

V. CONCLUSIONS

In this paper, we proposed a new measure, based on
topological concepts, to evaluate the complexity of functions
implemented by neural networks. The measure has been used
for comparing deep and shallow feedforward neural networks.
It has been shown that, with the same number of hidden units,
deep architectures can realize maps with a higher complexity
with respect to shallow ones. The above statement holds
for networks with both arctangent and polynomial activation
functions. This paper analyzes the limits of the obtained results
and describes technical difficulties, which prevented us from
extending them to other commonly used activation functions.
An informal discussion on the practical differences between
deep and shallow networks is also included.

Interestingly, the proposed complexity measure provides a
tool that allows us to study connectionist models from a new
perspective. Actually, it is a future matter of research the appli-
cation of the proposed measure to more complex architectures,
such as convolutional neural networks [9], recurrent neural
networks [13], [50], and neural networks for graphs [14], [15].
Hopefully, this analysis will help in comparing the peculiar-
ities of different models and in disclosing the role of their
architectural parameters.

APPENDIX

In this appendix, we collect the proofs of the presented
theorems along with some comments on future research,
aimed at improving the given bounds. Such proofs exploit an
important property of Pfaffian functions, according to which
the solutions of systems of equalities and inequalities based
on Pfaffian functions define sets whose Betti numbers are
finite, and can be estimated by the format of the functions
themselves. Therefore, let us start this section by introducing
some theoretical properties of Pfaffian varieties.

Formally, a Pfaffian variety is a set V ⊂ IRn defined by a
system of equations based on Pfaffian functions g1, . . . , gt ,
i.e., V = {x ∈ U | g1(x) = 0, . . . , gt (x) = 0}, where
U ⊂ IRn is the connected component on which g1, . . . , gt

are defined. A semi-Pfaffian variety S on V is a subset
of V defined by a set of sign conditions (inequalities or
equalities) based on Pfaffian functions f1, . . . , fs , i.e., S =
{x ∈ U | f1(x)R10, . . . , fs(x)Rs0}, where, for each i , Ri

represents a partial order relation in {<,>,≤,≥,=}. For our
purposes, we will use the following theorem, due to Zell [51].

Theorem 8: Let S be a compact semi-Pfaffian variety in
U ⊂ IRn , given on a compact Pfaffian variety V , of dimen-
sion n′, defined by s sign conditions on Pfaffian functions.
If all the functions defining S have complexity at most
(α, β, �), then the sum of the Betti numbers satisfies

B(S) ∈ sn′
2(�(�−1))/2O

(
(nβ + min(n, �)α)n+�

)
. (3)
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Notice that the constraint on the compactness of U and
V can actually be removed without affecting the bound, as
clarified in [52]. In addition, in this paper, Theorem 8 will be
used with U = IRn being the input domain of the network,16

and with S being the positive set defined by the network, i.e.,
S = SN = {x | fN (x) ≥ 0}. In this case, the term sn′

in (3)
can be ignored, since s = 1.

Finally, it is worth noting that a bound is available also for
the sum of the Betti numbers of semialgebraic sets, i.e., sets
defined by inequalities involving polynomials [53].

Theorem 9: Let S be the set defined by s inequalities,
q1(x) ≥ 0, . . ., qs(x) ≥ 0, where the qi are polynomials in
n real variables. Let d be the sum of the degrees of the qi .
Then

B(S) ≤ 1

2
(2 + d)(1 + d)n−1 (4)

holds.
In the following, the proofs of the theorems are reported,

together with some lemmas that are functional to such proofs.

A. Proof of Theorem 1

The next lemma defines the exact format of the func-
tion implemented by a three-layer network with arctangent
activation.

Lemma 1: Let N be a three-layer neural network, having
one output and h hidden neurons, with arctangent activation.
Then, the function fN (x), implemented by N , is Pfaffian,
with complexity (2h, 2, 2).

Proof: Since d(arctan(a))/da = 1/(1 + a2)

∂ fN (x)

∂xk
=

h∑

i1=1

w2
1,i1

w1
i1,k

1 +
(

n∑

i0=1
wi1,i0 xi0 + b1

i1

)2 = Q(x)

T (x)

where Q and T are polynomials in x1, . . . , xn , of degree
smaller than 2(h − 1) and 2h, respectively.17

Let us now consider the sequence ( f1, f2), with f1(x) = Q(x)
and f2(x) = 1/T (x), which is a Pfaffian chain, with degree
α = 2h and length � = 2. Actually, f1 is straightforwardly
Pfaffian, since it is a polynomial, whereas for f2 the following
equation holds:

∂ f2(x)

∂x j
= − Tj (x)

T (x)2 = −Tj (x) · ( f2(x))2

being Tj the partial derivative of T with respect to x j .
Finally, since ∂ fN (x)/∂xk can be computed as a polynomial
in f1(x) and f2(x), namely ∂ fN (x)/∂xk = f1(x) · f2(x), then
fN is a Pfaffian function with complexity (2h, 2, 2).

Proof of Theorem 1: Theorem 1 is a direct consequence of
Theorem 8, which provides a bound for Pfaffian functions, and
Lemma 1.

16Formally, IRn is the special variety U = {x| 0 = 0}.
17Actually, Q = ∑h

t=1 Nt (x)
∏

j �=t D j (x) and T = ∏h
j=1 D j (x), where

Nt (x) = w2
1,t w

1
t,k , D j (x) = 1 + (

∑n
i0=1 w j,i0 xi0 + b1

j )
2 hold.

B. Proof of Theorem 2

By Eq. (1), it can be easily verified that if the activation
function of a three-layer network is a polynomial of degree
r , also the function fN (x), implemented by the network, is
a polynomial with the same degree. Thus, Theorem 9 can be
applied to fN (x), with d = r , proving the thesis.

C. Proof of Theorem 3

The first Betti number b0(SN ) equals the number of inter-
vals in IR where fN (x) is nonnegative. Thus, b0(SN ) can
be computed from the number of the roots of fN and, in
turn, according to the intermediate value theorem, from the
number of extreme points (maxima and minima) of fN . More
precisely, fN (x) has at most r + 1 roots, which define r + 2
intervals where fN (x) has constant sign. Since, the number
of intervals where fN (x) is nonnegative is at most a half of
the total number of intervals, then

b0(SN ) ≤
⌈

r + 2

2

⌉

(5)

holds, where �·� is the ceil operator. On the other hand, from
Lemma 1, ∂ fN (x)/∂x = Q(x)/T (x), where Q has degree at
most r = 2(h −1). Thus, fN (x) has at most 2(h −1) extreme
points, which, along with Eq. (5), proves the thesis.

D. Proof of Theorem 4

The strategy used to prove Theorem 4 is similar to that
adopted for Theorem 1 and requires to first compute the
bounds on the complexity of the Pfaffian function implemented
by a multilayer perceptron.

Lemma 2: Let σ : IR → IR be a function for which there
exist a Pfaffian chain c = (σ1, . . . , σ�) and �+ 1 polynomials,
Q and Pi , 1 ≤ i ≤ �, of degree β and α, respectively, such
that

dσi (a)

da
= Pi (a, σ1(a), . . . , σi (a)), 1 ≤ i ≤ � (6)

σ(a) = Q(σ1(a), . . . , σ�(a)). (7)

Let fN (x) be the function implemented by a neural network
with n inputs, one output, l ≥ 1 hidden layers, and h hidden
units with activation σ . Then, fN (x) is Pfaffian with complex-
ity bounded by (ᾱ, β, h�), where ᾱ = (α+β −1+αβ)l +αβ,
in the general case, and ᾱ = (α + β − 1)l + α, if, ∀i , Pi does
not depend directly on a, i.e., Pi = Pi (σ1(a), . . . , σi (a)).

Proof: To prove the lemma, we first show that the activation
level

ad
i =

hd−1∑

j=1

wd
i, j od−1

j + bd
i (8)

of the i th neuron in layer d , is a Pfaffian function in the
chain sd , constructed by applying all the σi , 1 ≤ i ≤ �, on all
the activation levels ak

j (of neuron j in layer k) up to layer
d − 1

sd = (
σ1

(
a1

1

)
, σ2

(
a1

1

)
, . . . , σ�

(
a1

1

)
, . . .

. . . , σ1
(
ad−1

hd−1

)
, σ2

(
ad−1

hd−1

)
, . . . , σ�

(
ad−1

hd−1

))
.
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Notice that the above hypothesis straightforwardly implies that
fN (x) is Pfaffian and that its length is h�, since the output
of the network is just the activation level of the unique output
neuron in layer l + 1, i.e., fN (x) = al+1

1 .
In fact, for d ≥ 2, from Eqs. (7) and (8) it follows:

ad
i =

hd−1∑

j=1

wd
i, j Q

(
σ1

(
ad−1

j

)
, . . . , σ�

(
ad−1

j

)) + bd
i (9)

so that ad
i is a polynomial of degree β in the chain sd .

Thus, it remains to prove that sd is a Pfaffian chain, i.e.,
the derivative of each function in sd can be defined as a
polynomial in the previous functions of the chain and in the
input x . Actually, for each i, j, d, k

∂σi (ad
j )

∂xk
= dσi (a)

da

∣
∣
∣
∣
a=ad

j

∂ad
j

∂xk

= Pi
(
ad

j , σ1
(
ad

j

)
, . . . , σi

(
ad

j

))∂ad
j

∂xk
(10)

holds, due to the chain rule. The first term in the right part
of (10) is a polynomial with respect to the elements of the
chain and the input. In fact, based on the previous discussion
on ad

j and on the hypothesis that Pi is a polynomial of degree
α in its variables, it follows that Pi (ad

j , σ1(ad
j ), . . . , σi (ad

j ))
has degree βα, in the general case, whereas it has degree α
if Pi does not depend directly on ad

j . Let us now expand the
term ∂ad

j /∂xk , by iteratively applying the chain rule

∂ad
j

∂xk
= bd

j +
hd−1∑

r=1

wd
j,r

∂od−1
r

∂xk

= bd
j +

hd−1∑

r=1

wd
j,r

dσ(a)

da

∣
∣
∣
∣
a=ad−1

r

∂ad−1
r

∂xk

= bd
j +

hd−1∑

r=1

wd
j,r

dσ(a)

da

∣
∣
∣
∣
a=ad−1

r

×
⎛

⎝bd−1
r +

hd−2∑

s=1

wd−1
r,s

dσ(a)

da

∣
∣
∣
∣
a=ad−2

s

∂ad−2
s

∂xk

⎞

⎠ .

= · · ·
Therefore, ∂ad

j /∂xk can be considered as a polynomial in the
derivatives dσ(a)/da|a=at

rt
, 1 ≤ t ≤ d−1, where r1, . . . , rd−1

is a sequence of neuron indexes. The highest degree terms of
such a polynomial are in the form of

∏d−1
t=1 dσ(a)/da|a=at

rt
.

In addition

dσ(a)

da

∣
∣
∣
∣
a=ad

j

= d Q(σ1(a), . . . , σ�(a))

da

∣
∣
∣
∣
a=ad

j

=
(

�∑

k=1

∂ Q(y1, . . . , y�)

∂yk
Pi (a, y1, . . . , yi )

)∣
∣
∣
∣
∣ 1 ≤ i ≤ �

yi = σi (a
d
j )

a = ad
j

holds, so that dσ(a)/da|a=ad
j

is polynomial with respect to

the chain sd+1 and the activation level ad
j , which, in turn, is

a polynomial in the chain sd . More precisely, the degree of

dσ(a)/da|a=ad
j

is α+β−1, if, ∀i , Pi does not depend directly
on a, and it is α +β − 1 +αβ, in the general case. Collecting
the results for ∂ad

j /∂xk and dσ(a)/da|a=ad
j
, it follows that

∂ad
j /∂xk is a polynomial (with respect to the chain sd

j and x)
whose degree is (α + β − 1 + αβ)(d − 1), in the general case,
and (α + β − 1)(d − 1), if, ∀i , Pi does not depend directly
on a.
Finally, we can estimate the degree of ∂σi (ad

j )/∂xk in (10),
by the bounds on the degrees of Pi (ad

j , σ1(ad
j ), . . . , σi (ad

j ))

and ∂ad
j /∂xk . It follows that the degree of ∂σi (ad

j )/∂xk is at
most (α + β − 1 + αβ)(d − 1) + αβ, in the general case, and
(α + β − 1)(d − 1) + α, if Pi does not depend directly on
a. The bound on ᾱ follows, observing that the unique output
neuron belongs to the (l+1)th layer in a network with l hidden
layers.

Proof of Theorem 4: The proof is a direct consequence of
Theorem 8 and Lemma 2. In fact, replacing the format given
by Lemma 2 into the bound defined in (3), it follows that:

B(SN ) ≤ 2(h�(h�−1))/2O
(
(nβ + min(n, h�)

× ((α + β − 1 + αβ)l + αβ))n+h�
)

≤ 2(h�(h�−1))/2

×O
(
(n((α + β − 1 + αβ)l + β(α + 1)))n+h�

)
.

On the other hand, the arctan function is Pfaffian in the chain
c = (σ1, σ2), where σ1(a) = (1 + a2)−1 and σ2 are the arctan
itself. In fact, we have

dσ1(a)

da
= −2a(σ1(a))2

dσ2(a)

da
= σ1(a)

so that the format of arctan is (3, 1, 2). Thus, if the network
exploits the arctan function, the format of fN (x) is (6l +
3, 1, 2h). In addition, by Theorem 8

B(SN ) ≤ 2(2h(2h−1))/2O
(
(n + (6l + 3) · min(n, 2h))n+2h)

≤ 2h(2h−1)O
(
(6nl + 4n)n+2h)

= 2h(2h−1)O
(
(nl + n)n+2h)

.

Finally, tanh is Pfaffian in the chain c = (σ1), where σ1 is
tanh itself. Actually, we have

d tanh(a)

da
= 1 − (tanh(a))2.

Thus, the format of tanh is (2, 1, 1) and P1 does not depend
directly on a. Then, according to Lemma 2, the complexity of
the function implemented by the network with tanh activation
function is (2l + 2, 1, h). Then, by Theorem 8

B(SN ) ≤ 2(h(h−1))/2O
(
(n + (2l + 2) · min(n, h))n+h)

≤ 2(h(h−1))/2O
(
(2nl + 3n)n+h)

= 2(h(h−1))/2O
(
(nl + n)n+h)

.

Interestingly, from the proofs of Lemma 2 and Theorem 4 it
is clear that an upper bound can also be derived for generic
Pfaffian functions (without the hypothesis on the polynomials
defining the chain).
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E. Proof of Corollary 1

Since a neural network with l hidden layers and a polyno-
mial activation of degree r implements a polynomial map of
degree r l , the proofs straightforwardly follows from (4).

F. Proof of Theorem 5

Intuitively, the proof of this theorem is based on the
observation that the map implemented by a layered network
is the composition of a set of functions, each of which is
realized by a single layer. Hence, the proof is carried out
in two steps: 1) a function g is described such that its
repeated composition produces a map f = g ◦ g ◦ . . . g,
for which B({x ∈ IRn| f (x) ≥ 0}) grows exponentially in
the number of repetitions of g and 2) then, it is proved that
each g can be realized by a single layer in a multilayer
network.

Lemma 3: Let g : IR → IR be a continuous function for
which g(−1) = 1, g(0) = −1, g(1) = 1 hold. Let gk be
the function obtained by the composition of k copies of g,
i.e., g1 = g and, for k > 1, gk = g ◦ gk−1. Then, the set
S = {x ∈ IR| f (x) ≥ 0} contains at least 2k−1+1 disconnected
intervals.

Proof: To prove the lemma, the following assertion is
demonstrated by induction on k. Notice that for each k, there
exist 2k + 1 points, y1, . . . , y2k+1, in [−1, 1] such that:

1) y1, . . . , y2k+1 are arranged in an ascending order, i.e.,
yi < yi+1, for 1 ≤ i ≤ 2k ;

2) gk is alternatively −1 or 1 on such points, i.e., gk(yi) =
1, if i is odd, and gk(yi) = −1, if i is even.

Actually, the above statement directly implies the thesis of the
lemma since, for each odd i1, there exists an interval which
contains yi1 and where gk is positive and, vice versa, for each
even i2 there exists an interval which contains yi2 and where
gk is negative. Thus, the intervals containing the odd indexes,
which are disconnected because they are separated by those
with an even index, are the intervals required by the lemma.
In addition, they are exactly 2k−1 + 1.
The induction hypothesis is straightforwardly proved for k =1,
since g1 = g and y1 = −1, y2 = 0, and y3 = 1. Suppose now
that the induction hypothesis holds for k and prove that it holds
also for k+1. For this purpose, let us consider two consecutive
points yi , yi+1, for any odd index i , and let us study the
behavior of gk+1 on [yi , yi+1]. Notice that on the border
points of the interval, gk+1 is equal to 1, because gk+1(yi) =
g(gk(yi)) = g(1) = 1 and gk+1(yi+1) = g(gk(yi+1)) =
g(−1) = 1 hold. In addition, the behavior of gk+1 on [yi , yi+1]
resembles the behavior of g in [−1, 1], since the image of gk

on the interval [yi , yi+1] is [−1, 1]. Therefore, there must exist
at least another point zi ∈ (yi , yi+1), where gk+1(zi ) = −1
holds. Finally, the set of points of the induction hypothesis is
represented, for k +1, by

{
yi , . . . , y2k+1

}∪
(
∪2k

i=1{zi }
)

, which
ends the proof.

Proof of Theorem 5: Let us consider networks with a unique
input neuron. The extension to n inputs is straightforward,
supposing null connection weights between inputs 2, . . . , n to
the hidden neurons. The proof consists of two steps.

Step 1: It is proved that there exists a network N , with one
hidden layer, which implements the function g defined
in Lemma 3.

Step 2: Based on N , a network Nl is constructed, which
implements the composition gl = g ◦ g ◦ . . . g.

To prove (1), notice that a network with one hidden layer,
containing two hidden units, computes the function

g(x) = w1σ(v1x + b1) + w2σ(v2x + b2) + c

where, for simplicity, v1, v2 are the input-to-hidden weights,
w1, w2 are the hidden-to-output weights, and b1, b2, and c are
the biases of the hidden units and the output unit, respectively.
Let us set the weights so that the hypothesis of Lemma 3 holds.
Actually, the hypothesis consists of three equalities g(−1) =
1, g(0) = −1, and g(1) = 1, which can be rewritten as

A

⎡

⎣
w1
w2
c

⎤

⎦ = B (11)

where

A =
⎡

⎣
σ(−v1 + b1) σ (−v2 + b2) 1

σ(b1) σ (b2) 1
σ(v1 + b1) σ (v2 + b2) 1

⎤

⎦ , B = [1,−1, 1] .

Equation (11) is a linear system in the unknowns [w1, w2, c],
which can be uniquely solved if A is a full rank matrix. On
the other hand, it can be easily seen that there exist values
of v1, v2, b1, b2 for which the determinant of A, det (A), is
nonnull. In fact, let us set v1 = v2 = α, b1 = α, and b2 = −α,
for some real value α. In this case

det(A) = σ(0) · σ(−α) + σ(−2α) · σ(2α) + σ(α) · σ(0)

−σ(2α) · σ(−α) − (σ (0))2 − σ(α) · σ(−2α).

In addition, let rσ = limα→∞ σ(α) and lσ = limα→−∞ σ(α)
be the right and the left limit of σ , respectively. Then

lim
α→∞ det(A) = lσ σ (0) + rσ σ (0) − (σ (0))2 − lσ rσ

= (σ (0) − lσ )(rσ − σ(0)) > 0

where the last inequality holds because σ is a monotonic
increasing function. Thus, there must exist values of α for
which det(A) > 0, which completes the proof of Step 1. On
the other hand, let N be the network that implements g and,
for each l, let us construct a new network Ml by concatenating
l copies of N . More precisely, the copies are merged so that
the output unit of the i th copy is just the input unit of the
(i+1)th copy. Thus, by definition, Ml implements the function
gl of Lemma 3. In addition, Ml contains 2l −1 hidden layers,
a half of which (exactly l − 1) exploit the linear activation
function used in the input and output neurons of N , whereas
the remaining layers exploit the sigmoidal function used in
the hidden neurons of N . Interestingly, the layers with the
linear activation function (the even layers) can be removed
and replaced by direct connections between the layers with
sigmoidal activation function (odd layers), without any change
to the function implemented by the network. Actually, the
output of a neuron on an odd layer l, l ≥ 3, can be represented
as a function of the outputs of the units in layer l − 2. Since
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layer l−1 adopts a linear activation function, using the notation
of (1), we derive

ol
k = σ(wl

k,1ol−1
1 + wl

k,2ol−1
2 + bl

k)

= σ
(
wl

k,1(w
l−1
1,1 ol−2

1 + wl
1,2ol−2

2 + bl−1
1 )

+ wl
k,2(w

l−1
2,1 ol−2

1 + wl
2,2ol−2

2 + bl−1
2 ) + bl

k

)

= σ
(
(wl

k,1w
l−1
1,1 + wl

k,2w
l−1
2,1 )ol−2

1

+ (wl
k,1w

l−1
1,2 + wl

k,2w
l−1
2,2 )ol−2

2

+ (wl
k,1bl−1

1 + wl
k,2bl−1

2 + bl
k)

)
.

Thus, the output ol
k does not change if the lth layer is

connected directly to the (l − 2)th layer and the new weights
of the neurons are w̄l

k,1 = wl
k,1w

l−1
1,1 + wl

k,2w
l−1
2,1 , w̄l

k,2 =
wl

k,1w
l−1
1,2 + wl

k,2w
l−1
2,2 , and b̄l

k = wl
k,1bl−1

1 + wl
k,2bl−1

2 + bl
k .

Hence, the network Nl , obtained by removing the linear layers
from Ml , satisfies the hypothesis.

G. Proof of Theorem 6

In this proof, we adopt the same reasoning as that used for
Theorem 5. Actually, it suffices to prove that if σ ∈ C3 in U ,
then there exist v1, v2, b1, b2 such that det(A) in (11)

det (A) = σ(−v1 + b1) · σ(b2) + σ(v1 + b1) · σ(−v2 + b2)

+σ(b1) · σ(v2 + b2) − σ(v1 + b1) · σ(b2)

−σ(−v1 + b1) · σ(v2 + b2) − σ(b1) · σ(−v2 + b2)

is nonnull.
Let b1, b2 ∈ U and suppose that σ ′(b1) �= 0 and σ ′′(b2) �= 0,
where σ ′, σ ′′ denote the first and the second derivative of σ ,
respectively. The existence of b1, b2 with such a property is
ensured by the hypothesis on the nonlinearity of σ . Under
these conditions, we can apply the Taylor’s theorem to obtain

σ(−v1 + b1) = σ(b1) − v1σ
′(b1) + 1

2
v2

1σ ′′(b1) + O
(
v3

1

)

σ(−v2 + b2) = σ(b2) − v2σ
′(b2) + 1

2
v2

2σ ′′(b2) + O
(
v3

2

)

σ(v1 + b1) = σ(b1) + v1σ
′(b1) + 1

2
v2

1σ ′′(b1) + O
(
v3

1

)

σ(v2 + b2) = σ(b2) + v2σ
′(b2) + 1

2
v2

2σ ′′(b2) + O
(
v3

2

)
.

Then, by inserting these expansions in det(A) and by simple
algebra, it follows that:

det(A) = v1v
2
2σ ′(b1)σ

′′(b2) +
+v2

1v2σ
′′(b1)σ

′(b2) + O(v3
1) + O(v3

2)

which is positive and nonnull if v1, v2 are sufficiently close
to 0 and v1, v2 have the same sign of σ ′(b1)σ

′′(b2) and
σ ′′(b1)σ

′(b2), respectively.18

18By hypothesis, σ ′(b1)σ ′′(b2) is nonnull. On the other hand, σ ′′(b1)σ ′(b2)
may be zero: in such a case, v2 can be either positive or negative.

H. Proof of Theorem 7

To prove the theorem, the following lemma is required:
it provides a lower bound for the complexity of three-layer
networks, varying the number of their hidden neurons.

Lemma 4: Let n be a positive integer and N ′ be a three-
layer neural network with one input, one output, and h′ hidden
units, having activation function σ . Suppose that fN ′(x) ≤ 1,
for any x ∈ IR, and that there exist 2m−1 consecutive disjoint
intervals U1, . . . , U2m−1 ∈ IR such that, for any i , 1 ≤ i ≤
2m − 1:

1) if i is even, fN ′(x) < −n holds for any x ∈ Ui ;
2) if i is odd, fN ′(x) > 0 holds for any x ∈ Ui .

Then, there exists a network N , with n inputs, one output,
and h = nh′ hidden units, having activation function σ , such
that

b0(SN ) ≥ mn

holds.
Proof: Let us consider the network N ′

k obtained by the
introduction into N of n − 1 input neurons, where the kth
input represents the original input neuron of N ′, whereas all
the other inputs are disconnected from the rest of the network.
It can easily be seen that the function computed by such a
network is fN ′

k
(x) = fN ′(xk), where xk is the kth component

of x .
Therefore, the network N can be constructed by merging all
the networks N ′

k , 1 ≤ k ≤ n, where also the corresponding
inputs and outputs are merged, so that only n inputs and one
output are contained in N ; in addition, the sets of the hiddens
of N ′

k are joined into a single set of nh′ hidden units. In this
way, N computes the function

fN (x) =
n∑

k=1

fN ′
k
(x) =

n∑

k=1

fN ′(xk).

For any sequence i1, . . . , in of positive numbers not larger than
2m − 1, let Hi1,...,in = {x |xi ∈ Ui , 1 ≤ i ≤ n} hold. If the
sequence contains only odd numbers and x ∈ Hi1,...,in then,

fN (x) =
n∑

k=1

fN ′(xk) > 0

holds, because, by hypothesis, fN ′(xk) > 0 for any xk ∈ Ui

with odd i . If, on the other hand, the sequence contains at least
one even integer, without loss of generality, let us assume that
such an integer is the first. Then

fN (x) =
n∑

k=1

fN ′(xk) = fN ′(x1) +
n∑

k=2

fN ′(xk)

< −n + n − 1 < 0

because, by hypothesis, fN ′(xk) ≤ 1 for any xk ∈ IR and
fN ′(xk) < −n for any xk ∈ Ui with even index.
Summing up, the function fN is positive in the mn regions
Hi1,...,in that can be defined choosing the indexes i1, . . . , in

among the odd integers in [1, 2m −1]. On the other hand, fN
is negative in the regions Hi1,...,in , where at least an i j is even.
Since, each region Hi1,...,in of the former kind is surrounded
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by regions of the latter kind, it follows that SN contains at
least mn disconnected sets, i.e., b0(SN ) ≥ mn holds.

Proof of Theorem 7: The proof consists of defining a three-
layer network, with sigmoidal activation functions, which
satisfies the hypothesis of Lemma 4. More precisely, the
chosen network has 2m − 1 hidden units and approximates
a staircase19 function on a set of 2m open intervals Ui ⊆
[i, i + 1], 1 ≤ i ≤ 2m. The staircase function is discontinuous
on the points i , 1 ≤ i ≤ 2m; it is constant and equal to 1/2
on the intervals Ui for which i is odd, and to −n − 1 on
the intervals for which i is even. Notice that, provided that
the above network can be defined, the thesis directly follows
from Lemma 4, observing that m = (h − 1)/(2n) holds.
Actually, such network can be constructed using the same
reasoning adopted for proving that neural networks with
sigmoidal activation functions are universal approximators
for continuous functions on IR [36]. In fact, we can first
observe that any staircase function with 2m − 1 steps can be
approximated by a three-layer neural network with 2m − 1
hidden nodes, exploiting the Heaviside (step) activation func-
tion, and then that the Heaviside activation function can be
approximated by a sigmoid function.20

It is worth mentioning that a tighter lower bound can be
obtained by using the fact that the properties of function
fN ′ in Lemma 4 can be satisfied also by a polynomial of
degree 2m − 1. In addition, a polynomial of degree 2m − 1
can be approximated on compact intervals by a three-layer
network with m hidden units and any nonpolynomial and
analytic21 activation function [36]. Therefore, by adding the
hypothesis that the activation function is analytic, the lower
bound b0(SN ) ≥ (h/n)n is obtained.

I. Further Comments on the Limits of the Presented Results

A discussion on Zell’s bound (3), which has been used in
Theorems 1, 3, and 4, may be of help to understand some
peculiarities and limits of the presented results.

First of all, Zell’s bound (3) is exponential in the number
of inputs n and in the length � of the considered Pfaffian
function. In Lemma 2, it is proved that the length of the
function implemented by a network with a Pfaffian activation
depends linearly on the number of its hidden units. Thus, in
deep networks, the derived upper bounds are exponential in
the number of hidden units and inputs, and, obviously, also
with respect to the network depth. On the other hand, the
function implemented by three-layer networks with arctan(·)
activation has the peculiar property of having a length that does
not depend on the number of inputs (see Lemma 1). Such a
peculiarity allowed us to derive a polynomial upper bound for
such a class of networks. The fact that the peculiarity is not

19A staircase function is a piecewise constant function with discontinuity
points.

20More precisely, in this way we obtain a network N that approximates,
up to any degree of precision, the target staircase function, t : IR → IR, on
the whole IR except on the discontinuity points. The construction is sufficient
for our goal, since the discontinuity points are outside the intervals Ui .

21A function is analytic if its Taylor series converges. A neural network is
a universal approximator, if the activation function of the hidden neurons is
not polynomial and analytic in a neighborhood of some point. The functions
tanh(·) and arctan(·) satisfy such a property.

shared with networks having tanh(·) activation explains why
a polynomial bound was not derived in this case.

A careful inspection of the presented results suggests that
they are prone to be improved, both because most of the upper
bounds are not close to the corresponding lower bounds, and
because the difference between the upper bounds for networks
with arctan(·) and tanh(·) activations are counterintuitive.
However, (3) is probably not tight for general Pfaffian func-
tions, and a completely different technique may be required to
improve our upper bounds. Actually, Zell’s Theorem is based
on Khovanskiı̆ bounds [49] on the number of the solutions of
systems of Pfaffian equations, and it is well known that those
bounds can be significantly larger than the actual ones.

An example can help in explaining the importance of
Khovanskiı̆’s theory and its relationship to the problem we
faced in this paper. Let us consider a system of n equations
of polynomials in n variables, x = [x1, . . . , xn]

p1(x) = 0, . . . , pn(x) = 0 (12)

where the polynomial pi(x) contains mi monomials, i.e.,
pi(x) = ∑mi

j=1 ti, j and ti, j = ai, j
∏n

k=1 x
vi, j,k
i , with parameters

ai, j and exponents vi, j,k both belonging to IR. An important
problem in mathematics consists in defining a bound on the
number of nondegenerated solutions of such a system with
respect to the total number of monomials, m = ∑

i mi . When
n = 1, a tight bound is provided by the Descartes’ rule
of signs, which states that the number of roots is at most
equal to the number of sign changes between consecutive
monomials, when the monomials are sorted by their expo-
nents. In the more general case n > 1, no tight bound is
known. Actually, Khovanskiı̆’s theory [49] provides a bound,
2(m2−3m+2)/2(n + 1)n−1, which is exponential with respect to
m, but some authors claim that the actual bound might be
polynomial. Unfortunately, despite the long time efforts, such
a claim has not been proved, nor a counterexample has been
found, yet (see [54]).

On the other hand, let us consider the function
f (x) = − ∑

i (pi(x))2; the problem of counting the nonde-
generated solutions of the system (12) can be transformed
into the problem of computing the number of the connected
components of the set S = {x | f (x) = 0}, i.e., the first
Betti number b0(S) of S. In addition, notice that, by the
variable substitution yi = exi , each term ti, j = ai, j e

∑
k vi, j,k xi

is equal to the output of a hidden neuron in a three-layer
network, where the activation function is the exponential ex .
By simple algebra, it can be easily shown that, more generally,
f (x) = − ∑

i (pi(x))2 is the output of a three-layer network
with exponential activation functions, and where the number
of hidden neurons is h = ∑

i (2mi +m2
i ). Thus, the problem of

bounding the solutions of (12) can be reduced to the problem
of bounding the number of connected components of the set
realized by a three-layer network with a Pfaffian activation
function. As a consequence, if we could find a tighter bound
for B(SN ) for networks with generic Pfaffian activation, then
we could also find a solution to another theoretical problem
that has been open for a long time.

Obviously, the above discussion provides only an
informal viewpoint to understand the difficulty of the
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considered problem. In fact, the functions implemented by
neural networks belong to a subclass of the Pfaffian functions,
so that tighter bounds could be more easily obtainable in this
case.
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