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http://deeplearning.cs.cmu.edu


Logistics



1.

2.

3.

4.

Overview



Let’s start with Deep Learning Frameworks

•
•
•
•
•
•



Framework Main Purpose User-Friendliness Performance

Which one to choose?



Framework Main Usage User-Friendliness Performance



Pytorch



1.

2.

3.

4.

Overview



Data Operations
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https://www.youtube.com/watch?v=YdDgflXiIpc
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Move Tensors to the GPU

Tensors can be copied between CPU and 

GPU. It is important that everything involved 

in a calculation is on the same device.

This portion of the tutorial may not work 

for you if you do not have a GPU available.



Move Tensors to the GPU
Operations between GPU and CPU tensors will fail. Operations require all 
arguments to be on the same device.



Move Tensors to the GPU
Typical code should be compatible with both CPU & GPU. Include if statements or 
utilize helper functions so it can operate with or without the GPU.
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Backpropagation



Backpropagation in Pytorch
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Backpropagation in Pytorch
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Neural Networks in Pytorch
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Neural Networks in Pytorch



Let’s write an MLP
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Let’s write an MLP
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Final Layers and Losses



Use the optimizer



Use the optimizer
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Saving and Loading
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Common Issues to Look Out For
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Pytorch Debugging in One Slide
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Pytorch Example


