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Abstract

This  project  proposes  a  novel  method  to  retrieve  the  song  corresponding  to  a  
recording of a snippet of the same. The method used converts the song into a string 
of  music  phonemes,  which  are  MFCC  Feature  Vectors  using  Hidden  Markov 
Models.  The  sequence  of  these  phones  are  then  stored.  A similar  procedure  is  
performed  upon  the  snippets.  The  snippet  sequence  and  song  sequence  are  then 
compared using a sliding window method with the Levenshtein edit distance as the  
score metric. This effectively reduces the problem to a string search problem. The 
usage  of  HMMs adds robustness  against  noise.  The application for  these  projects  
include user based content search, song retrieval systems like Shazam® etc.

1 Introduction
Music identification involves determining the identity of the song by matching a partial  recording 
given by a user. These systems can be used by content distribution networks like Google and You-
tube to identify copyrighted audio within their systems. The task of identification is difficult due to  
lack of clarity of the snippet as it may have many components of noise in it. Secondly, it also requires  
that the system be efficient in terms of memory and time which is usually a difficult task given the  



sheer size and number of songs in a typical database.

The  previous  approaches  to  retrieving  songs  and  matching  music  were  based  on  a  hash-search  
algorithm which required an exact match between the snippet and the song. Hence, in the presence of  
noise, the system would yield incorrect results.

Another method for song retrieval involves decoding the Mel-fequency Cepstral Component(MFCC)
[1] features over the audio stream into a sequence of audio events wherein the matching is driven by 
Hidden  Markov  Models(HMM)[2].  The  system,  however  looks  for  atomic  sound  sequences  of  a  
particular length so that the complexity can be reduced.[3] A more recent paper by E. Weinstein et al  
[4] use HMMs for song representation and then reduce the space complexity by using WFSTs.

The method used by us follows steps similar to [4]. However, it diverges from the procedure in the  
final  stages  for  Database  generation  and  song  retrieval.  As  a  baseline,  initially  the  task  was  
performed using a general spatial correlation, correlation of the Fourier transforms of the songs and  
the snippets and the Short-time Fourier transforms of the same. Though the methods are simple to  
understand  and implement,  they are  highly inefficient  in  terms of  physical  space requirement  and  
time complexity. Hidden Markov Models, whose observations are Gaussians or mixture of Gaussians,  
are  an  effective  tool  to  statistically  model  the  dynamic  causal  data  and  hence,  it  is  used  in  the  
proposed song retrieval system.

2 Music  identif ication
Unlike  speech,  which  has  a  set  of  well  defined  phonemes,  music  is  essentially  a  non-stationary  
stochastic  process  and  has  time  and  space  varying  joint  PDFs.  This  is  because  music,  being 
polyphonic,  is  composed  of  several  random variables  like  amplitude,  frequency,  phase,  etc.  Non 
stationary processes  have  varying  mean and  variances,  so  we  break  the  songs  into  several  quasi-
stationary segments. These songs are to be represented by a set of music phonemes.

2 .1 Acous t i c  Model ing

The acoustic modeling involves learning a joint set of music phonemes and finding a set of phonemes  
that  best  represent  each  song.  First,  the  Mel-Frequency Cepstral  Coefficient(MFCCs)  Features  for  
each song is computed. We use 100 ms windows with a hop size of 25 ms over the feature stream.  
The first 12 coefficients, their energy, and their first and second derivatives are found, thus resulting 
in a 39 dimensional feature vector.

2 .2  Model  In i t i a l i za t ion

2 .2 .1  Seg menta t ion

To find the initial set of segmentations, the audio is segmented by sliding a window over the feature 
stream  and  fitting  a  diagonal  covariance  Gaussian  to  each  window.  Then,  the  KL Divergence  is  
calculated between adjacent windows. The KL Divergence can be calculated as:

If  the  value  of  KL divergence  between  adjacent  windows  is  above  some  empirically  determined  
threshold, the song is segmented at those points. This is done over all the songs to generate a set of  
segments as shown in figure 1.

Fig.1: Segmentation in songs 



2 .2 .2  Clus ter ing

The means of all the segments are then taken and a K means clustering is performed on them. The 
number of clusters is predetermined, and is taken as a power of 2. Corresponding number of HMMs 
are trained using these segments. These HMMs are not ergodic. Each state of the HMM has only self  
transition or can transit to only the next adjacent state. The observations of each state are 
independent Gaussians with diagonal covariance.

2 .2 .3  Phone me  Gene rat ion

Next, all the segments are decoded using the HMMs and are assigned to that HMM for which they 
give the maximum log likelihood, as shown in figure 2. HMMs are then trained using the reassigned 
segments for clusters

Thus, this method results in the generation of quasi-stationary music phonemes which can be used to  
represent this database. 

 Fig.2: Creation of HMMs after clustering

2 .2 .4  S ta te  Flow  Model

At this point,  we have all  the segments assigned to different  HMMs. Our next step is  to combine 
these  different  HMMs into  a  single  large  HMM  called  the  State  Flow  HMM  which  has  parallel  
branches, with each branch representing the HMM of one cluster and with their starts and ends being  
tied together via non-emitting states, as shown in figure 3.

Fig.3: State Flow Model HMM



2 .2 .5  Song  R epres enta t ion

After generating the state flow model, the MFCC feature matrix of each song is passed through the  
state flow model and its path i.e. the HMMs it goes through from the start to the end is found. Thus,  
an uncompressed song in WAV file format, which is usually an array nearly a million bytes long, has  
been represented by a string of symbols.

2 .2 .6 .  Song  R etr i eva l

At this point we have managed to represent each song as a string of alpha-numeric characters, and we  
can save this to memory, and this is in fact a one time job, to develop the data base. Now when we  
receive a snippet from a user, we simply run the snippet through the State Flow HMM and retrieve a  
transcription  for  that  as  well.  We  now  simply  calculate  an  edit  distance  between  the  snippet  
transcription  and  that  of  all  the  songs  in  the  database,  the  song with  the  lowest  edit  distance  is  
classified as the best match.

3 Results

Spatial 
Correlation

STFT 
Correlation

HMM based 
Retrieval

Noiseless Snippets 0.72 0.83 0.92
Noisy Snippets 0.51 0.55 0.60
Table 1: Comparison of accuracy of Various methods for noiseless and noisy signals

The baseline case  involved  applying  correlation between the  snippet  and  the  songs.  Although the  
results were not very bad, it was a computationally expensive method and consumed a lot of memory  
space and time. This was further refined to an extent by the short-time Fourier transform method.  
Slightly better results were obtained using the STFT based correlation. However, the complexity was  
very large.  Our  algorithm showed  an  improvement  over  both  the  methods  in  terms  of  efficiency,  
speed, memory space occupied and the accuracy. The results have been statistically determined and 
tabulated as shown in Table 1.

4 Conclusion
This  method  was  able  to  successfully  match  noiseless  snippets  to  songs  with  extremely  high  
accuracy. This approach did not rely on an exact match between the snippet and the song.  We have  
music phone sequences of variable length depending on the clustering and segmentation exercise we  
performed for each song. As a part of the project we have been successful at effectively transcribing  
the songs into music units. Usage of HMMs adds robustness to the matching procedure. The string  
search method incorporated also takes into consideration changes in the expected value of the snippet  
string  due  to  noise.  However,  further  improvement  can  be  achieved  in  case  of  noiseless  signals.  
Though  this  method’s  training  takes  up  a  longer  time,  this  is  offset  by the  speed  of  online  song 
retrieval.

5 Future Work
Though  this  algorithm  gives  a  very  high  accuracy  for  noiseless  snippets,  its  performance  in  the 
presence  of  noise  is  however,  lacking.  Though  the  algorithm  has  a  better  temporal  efficiency 
compared to other methods, it can still be improved further. A further possible step is to implement  
other more efficient and accurate string search algorithms.
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