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Project Milestone Report
Bin Fu (binf@cs.cmu.edu) 16th Nov. 2009
Major Changes: There are no major changes during recent two weeks. In terms of the long-term goal of them project, I probably won’t finish the 125% goal (to finish a paper). But I am walking on pace to meet the 100% goal (implement a distributed parallelization machine learning framework (here, Hidden Markov Model)).
What You Have Accomplished So Far: I first revised the HMM model: one of the problem of HMM is that, given a series of observation O = (o1,o2,…,oT) and a Hidden Markov Model, how to estimate the parameters in the model λ = {A,B,Π}, such that:
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Current best method is the Baum-Welch algorithm, which is an EM-like algorithm which achieves a local maximum. It’s also known as the Forward-Backward algorithm, since each iteration consists of a series of calculation from o1 up to oT, followed by a series of calculation from oT all the way back to o1. I’ve implemented this algorithm using C++.
I extended the parallelization method from [Li et, al. 2008] to this problem, and it fits naturally. The intuition is to first “cut” the observation sequence into several “blocks”, then assign one processor to take care of each block. As a result, each processor can run the local Forward-Backward algorithm inside its block.
Two things need to be taken care of: At E-step, adjacent blocks need to communicate with each other for some model parameters; On the other hand, all block needs to update some global variables at M-step. With the frequent communication, shared-memory model is good for the interaction between processors in this application.
I’m currently using openMP to develop this parallel version of Baum-Welch algorithm. I’m pretty much done but still working on some details.
For a more detailed introduction to the Baum-Welch algorithm and the parallelization idea, please visit the project homepage (I’m sorry that it’s still being constructed).
Meeting Your Milestone: I think I’ve met the milestone set in the proposal, although I’m not optimistic about my final 125% goal. Part of the reason is that I underestimated the workload of PDL retreat where I spent more time working at (experiment, poster and presentation).
Surprises: I didn’t find any significant ones.
Revised Schedule: Doesn't differ much from the original schedule. I’ll first have the parallel algorithm running at the first week, trying to get as much result as possible before finalizing the project at the second week. 
Resources Needed: I don’t have any.
