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Project Description
Our project focuses on the parallelization of current machine learning algorithms (more specifically, graphical models). Based on [Li, et al. 08] where the authors tackle the problem of LDS (Linear Dynamic System, also called Kalman Filter) parallelization, we hope to extend their work and knock down other models, such as HMM (Hidden Markov Model), CRF (Conditional Random field) and etc.
The parallelization of machine learning problems has become a very hot research area in recent years. Many techniques have been developed from sequential code to distributed manner and almost linear speedup is achieved to k-means, logistic regression, SVM, PCA and EM etc. ([Chu, et al. 06]).
Since we still need a thorough literature review to see whether those techniques have been developed or not, we aren’t quite sure about the expected outcome of our project. For now, assuming that nobody have tried to use the “cut-and-stitch” philosophy to tackle HMM problem, our 100% goal then is to derive the inference of parallel HMM framework and implement and test the algorithm on multiprocessor machine and on the cluster.
If it turns out that extending existed work is very difficult, or have already been fully exploited by others, our 75% goal then is to implement such an parallel algorithm (different from LDS) and make thorough analysis based on their experiments.
If everything works out perfectly, our project has the potential to be further developed as a publication in ML/SYS field. To make that happen is our 125% goal.
Logistics:
For typesetting reason, we put weekly schedule part to the end of the report.
Milestone:
According to the project schedule, by November 17th we have already come up with the parallel algorithm for machine learning structure (like HMM or others). A large proportion of the code has been written. And if things go on smoothly, we have started the test the program on parallel machines.

Literature Search:
We haven’t conducted enough literature review. We basically just looked into [Li, et al. 08] and quickly went through a couple more. That’s the reason we put it in the first week of our schedule.
Resources Needed:
Since this project is more of a software-based implementation, we don’t envision any resources that are hard to get. For now, what we need is just OpenMP and MapReduce installed on parallel machine. We can access to MapReduce from our own research group, and OpenMP is accessible from PSC site.

Getting Started:
We have talked about our ideas to Lei Li and Fan Guo, two authors of [Li, et al. 08], who provided us many insights to the future direction of this project. They also encourage us to talk to them if we hit any roadblocks.
The immediate step to start the project then is to understand their design philosophy and more thorough literature review.
Plan of Attack and Schedule:
	Time
	Planned Progress

	Oct 19th – Oct 25th
	Literature review. Find what people have done on related parallelization techniques. Understand the method proposed in [Li, et al. 08].

	Oct 26th – Nov 1st
	Revise HMM and other machine learning models. Try to derive their parallel models.

	Nov 2nd – Nov 8th
	Start writing code on the derived parallel machine learning models. Theoretically consider and analyze their parallelization performance.

	Nov 9th – Nov 15th
	Busy week since I’ll be out of town from 9th to 11th. So I want to use this week as a buffer for previous week. Write milestone report by 17th.

	Nov 16th – Nov 22nd
	Make a thorough test on how the parallel algorithm performs on multiprocessor machines / on the cluster.

	Nov 23rd – Nov 29th
	If possible, make necessary improvements on the parallel algorithm. If time permitted, see whether I can do more on other ML structure.

	Nov 30th – Dec 3rd 
	Write up final report and poster.
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