ecision ’

Note to other teachers and users of these slides.
Andrew would be delighted if you found this source
material useful in giving your own lectures. Feel free
to use these slides verbatim, or to modify them to fit
your own needs. PowerPoint originals are available. If
you make use of a significant portion of these slides in
your own lecture, please include this message, or the
following link to the source repository of Andrew’s
tutorials: " = ials.
Comments and corrections gratefully received.
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Here Is a dataset

age employme education edur marital

13/Never mai...

job relation race

gender hour country wealth

39 State_gov Bachelors Adm_clericNot in_far White Male 40 United Stipoor
51 Self emp Bachelors' 13 Married Exec manHusband 'White Male 13 United Stipoor
39 Private  |HS_grad 9 Divorced Handlers ¢(Not in far White Male 40 United Stipoor
54 Private  |11th 7 Married Handlers (Husband Black Male 40 United Stipoor
28 Private Bachelors 13 Married Prof speciWife Black Female 40 Cuba poor
38 Private  Masters 14 Married Exec_manWife White Female 40 United Stipoor
50 Private | 9th 5 Married sf. Other servNot in farBlack Female 16 Jamaica |poor
52 Self emp HS_grad 9 Married Exec manHusband |White Male 45 United Stirich
31 Private  Masters 14 Never mai. Prof speciNot in far White Female 50 United Stirich
42 Private Bachelors 13 Married Exec_manHusband 'White Male 40 United_Stirich
37 Private  'Some_coll 10 Married Exec_manHusband Black Male 80 United_Stirich
30 State_gov Bachelors 13 Married Prof_speciHusband Asian Male 40 India rich
24 Private Bachelors' 13 Never_mai... Adm_clericOwn_child White Female 30 United Stipoor
33 Private  |Assoc_act 12 Never mai... Sales Not in_far Black Male 50 United_Stipoor
41 Private  Assoc_voc 11 Married Craft_repaiHusband Asian Male 40 *MissingVirich
34 Private | 7th_8th 4 Married Transport Husband 'Amer IndiiMale 45 Mexico  poor
26 Self emp HS_grad 9 Never mai... Farming_fi:Own_child White Male 35 United Stipoor
33 Private  |HS_grad 9 Never mai... Machine cUnmarried White Male 40 United Stipoor
38 Private  |11th 7 Married Sales Husband 'White Male 50 United Stipoor
44 Self emp Masters 14 Divorced Exec manUnmarried White Female 45 United Stirich

41 Private  Doctorate

16 Married

Prof speciHusband 'White

Male

60 United Stirich

48,000 records, 16 attributes [Kohavi 1995]

Copyright © 2001, Andrew W. Moore
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Classification

e A Major Data Mining Operation

e Give one attribute (e.g wealth), try to
predict the value of new people’s wealths by
means of some of the other available
attributes.

e Applies to categorical outputs

» Categorical attribute: an attribute which takes on two or more
discrete values. Also known as a symbolic attribute.

* Real attribute: a column of real numbers

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 3

Today’s lecture

e Information Gain for measuring association
between inputs and outputs

e Learning a decision tree classifier from data

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 4




About this dataset

e It is a tiny subset of the 1990 US Census.

e It is publicly available online from the UCI
Machine Learning Datasets repository

Used Attributes

Age edunum
employment  marital
taxweighting  job

education ralation

race
gender
capitalgain

capitalloss

hours_sworked
country

wealth

agegroup

This color = Real-wvalusd

This color = Symbol-valued

Successfully loaded a new dataset from the file \Mtadult fds. It has 16
attributes and 48842 records.

Copyright © 2001, Andrew W. Moore
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What can you do with a dataset?

e Well, you can look at histograms...

Value  Frequency
Gender
Female 16182 _
Male 32650 [
Walig Fraguancy
Dhivarced BE3Z -
Wariad_AF_epoLse | .
hiarriad 335TS [ Marital
[ g e | Status
Mavear_miserie] 18117 -
15 m

Copyright © 2001, Andrew W. Moore
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Contingency Tables

e A better name for a histogram:
A One-dimensional Contingency Table
e Recipe for making a k-dimensional
contingency table:

1. Pick k attributes from your dataset. Call them
2. For every possible combination of values,
Ay, =Xy, 8y,=Xy,... &, =X, ,Fecord how frequently
that combination occurs

Fun fact: A database person would call this a “k-dimensional datacube”

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 7

A 2-d Contingency Table

wealth values: poor rich

agegroup 10s 2507 3

20s 11282 743 ° For eaCh palr Of

30s D465 51 Values for
40s 6738 3088 attributes
50s 4110 2509 (agegroup,wealth)
DER e we can see how
¥Os G558 147
many records
a0=s 115 18
90z 42 13 matCh'

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 8




A 2-d Contingency Table

wealth values: poor rich

agegroup 10s 2507 3 [}
20s 11262 742 |
30 o468 3461 [
40s 6738 39086 [N
s0s 4110 2509 [N
gos 2245 809 B
70s 668 147 |
80s 115 18 |
a0s 42 13

Copyright © 2001, Andrew W. Moore

e Easier to
appreciate
graphically
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A 2-d Contingency Table

wealth values: poor rich

agegroup 10s 2507 3 [N
20s 11262 743 [N
305 9463 3461 [
405 6738 3086
sos 4110 2509 [
6os 2245 502 [N
7os 658 147 |
gos 115 16 (NN
a0s 42 13 I

Copyright © 2001, Andrew W. Moore

e Easier to see
“interesting”
things if we
stretch out the
histogram
bars
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A bigger 2-d contingency table

job values: Adm_cletical  Craft_repair Fartming_f Machine_op_inspct Protective_sery  Tech_support
*Mizzingvalue* Armed_Forces Exec_managerial Handlers cleaners Other_service Prof_specialty Ssles Tranzpart_maving
marital Divorced 270 1192 0 BT &30 o0 187 43 72 75 121 e64 239 254 PHIER
Married AF spouse 5 B 0D 4 3 1 1 1 & 4 1 5 0 ¢+ IR
Mattied 926 1495 7 2818 3600 oo 724 1489 1oss o w2 se3 249 609 1489 [NINIEEIN
Maried_spouse_sksent 45 84 0 77 &2 @ d i @ e 7 5 9 xu INHINER
Mever_marrierd 1242 2360 8 1301 1260 43¢ q028 e72 2a42 1899 237 1992 506 455 [HEVHDDDEN
Separated 97 24 0 180 126 23 B3 133 5 145 23 16 48 55 [[IPNENER
Widowed 222 0 073 155 3 B/ K 298 133 11 15 3 33 IR
Copyright © 2001, Andrew W. Moore Decision Trees: Slide 11

3-d contingency tables

e These are harder to look at!

a b~ wiN
R FEEE
Or

Male

Female

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 12




On-Line Analytical
Processing (OLAP)

» Software packages and database add-ons to do
this are known as OLAP tools

e They usually include point and click navigation to
view slices and aggregates of contingency tables

e They usually include nice histogram visualization

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 13

Time to stop and think

e Why would people want to look at
contingency tables?

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 14




Let’s continue to think
e With 16 attributes, how many 1-d
contingency tables are there?
e How many 2-d contingency tables?
e How many 3-d tables?

e With 100 attributes how many 3-d tables
are there?

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 15

Let’s continue to think
e With 16 attributes, how many 1-d
contingency tables are there? 16

e How many 2-d contingency tables? 16-
choose-2 =16 * 15/ 2 =120

e How many 3-d tables? 560

e With 100 attributes how many 3-d tables
are there? 161,700

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 16




Manually looking at contingency
tables

Looking at one contingency table: can be as much

fun as reading an interesting book
Looking at ten tables: as much fun as watching NN
Looking at 100 tables: as much fun as watching an

infomercial

Looking at 100,000 tables: as much fun as a three-

week November vacation in Duluth with a dying weasel.

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 17

Data Mining

e Data Mining is all about automating the
process of searching for patterns in the
data.

Which patterns are interesting?

Which might be mere illusions?
And how can they be exploited?

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 18




Data Mining

e Data Mining is all about automating the
process of searching for patterns in the
data.

Which patterns are interesting?
That's what we’ll look at right now.

And the answer will turn out to be the engine that
drives decision tree learning.

Which might be mere illusions?
And how can they be exploited?

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 19

Deciding whether a pattern is
Interesting

e We will use information theory

e A very large topic, originally used for
compressing signals

e But more recently used for data mining...

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 20
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Deciding whether a pattern is
Interesting

e We will use information theory

e A very large topic, originally used for
compressing signals

e But more recently used for data mining...

(The topic of Information Gain will now be
discussed, but you will find it in a separate
Andrew Handout)

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 21

Searching for High Info Gains

e Given something (e.g. wealth) you are trying to
predict, it is easy to ask the computer to find
which attribute has highest information gain for it.

westhvaues . poor neh

redstion  Huskand 10870 S645 [ H: woaith | relation = Husband | = 0992385
Mot_in_famity 11307 1275 | - ~=ath | relation = Met_in_family ) = 0473433
Other_relative 1454 52 | M v=alth| ralation = Cther relaows | = 0216517
ownochild 7470 111 S Hi vealt | relation = Cwn_chikl ] =0 110182
Lomaried 4816 200 | H vealth| relation = Unmarried ) = 0.328606
Wire 1zaz 1022 [ H: vealth | relaticn = iks | = 0997207

Hiwealth] = 0793844  Hlwealthrelaton) = 0.628421
[Fwealthiralaticn| = 0. 185422

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 22
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Learning Decision Trees

e A Decision Tree is a tree-structured plan of
a set of attributes to test in order to predict

the output.

e To decide which attribute should be tested
first, simply find the one with the highest

information gain.

e Then recurse...

Copyright © 2001, Andrew W. Moore
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A small dataset:

good
bad
bad
40 bad
bad
Records pad
bad
bad

bad
good
bad
good
bad
good
good
bad
good
bad

4 low
6 medium
4 medium
8 high
6 medium
4/low
4 low
8 high

8 high

8 high

8 high

4 low

6 medium
4 medium
4 low

8 high

4 low

5 medium

low
medium
medium
high
medium
medium
medium
high

high
medium
high
low
medium
low

low

high
medium
medium

Miles Per Gallon

mpg  cylinders  displacement ' horsepower weight

low
medium
medium
high
medium
low

low

high

high
high
high

low
medium
low
medium
high

low
medium

acceleration ' modelyear maker

high
medium
low
low
medium
medium
low
low

low
high
low

low
high
low

high
low
medium
medium

75t078
70to74
75t078
70to74
70to74
70to74
70to74
75t078

70to74
79t083
75t078
79t083
75t078
79t083
79t083
70to74
75t078
75t078

asia
america
europe
america
america
asia
asia
america

america
america
america
america
america
america
america
america
europe

europe

From the UCI repository (thanks to Ross Quinlan)

Copyright © 2001, Andrew W. Moore
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kol o ey oGy e ¥ ening el (0 recohd £)
mpgales  tad good
e Ve Datrbuion infa Can
vardem 3 05067 H
Suppose we want to Lo
predict MPG. P
] |
8 L
dhplacement lre | 122 s
reciin |
ron
norseporwer e | 0167 05
e [
Look at all o —
waght w+ I 10010
h rech
the I
. . wcebrntiony bre [ 1 v o
Information s —
ren (N
. rodetew 7074 [ 0257354
gains... e
e [
b avence [ 04355
wa [N
Copyright © 2001, Andrew W. Moore Decision Trees: Slide 25

A Decision Stump

mpg values; bad good

root
> 18
pchance = 0,001
S — e
eylinders = 2 | eylinders = 4 | eylindars = 5 | eyiinders =6 | eylinders = 8
0o 4 17 10 & 0 9 1

Predicl bad  Predicl good Predicl bad  Predict bad  Predicl bad

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 26
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Recursion Step

mpg vakes: bad good
raal i
23 18 Recor_ds
pehance =0 0o in WhICh
e R - cylinders
Ao = 3 | eylinders =4 [ cinders = 8 | cxlilers = 6 | eyioes =8 | =4
L B Lo -3 bl ol bl | Records
Prodict &ad Fredict goo-d Predictbad  Predlo bad Pra-gict baed in Wthh
cylinders
Take the And partition it =5
Original according
Dataset.. to the value of Records
the attribute in which
. cylinders
we split on —6
Records
in which
cylinders
=8

Copyright © 2001, Andrew W. Moore
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Recursion Step

meg values: bad good
IZ
Peranca = G007
e

cwlinders = 4 |

['c,...,.;::': =]

o o a4 17 | i £
Predict bad Pf:l aomod [ =] et et | =4 =N -F T

g .-;'I';,;.;;'.:.:;'.'; =

cylindmrs = 0

2 1
Fr\ﬂ bl

/ |
/ > v

Build tree from  Build tree from  Build tree from
These records.. These records..
| ———

Records in
which
i cylinders =6
Records in Remgf. in .
which ) 5
cylinders =4 cylinders=5

Copyright © 2001, Andrew W. Moore

A Y

<

Build tree from
These records..

Records in
which
cylinders=8
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Second level of tree

rps values  bad good

Lo}
21

18

perance = 0.001

|

e

T Te—

1] B0 g

cybnders =3 | clinckars = 4 cylhdars=5
o.a 4 17 1
Prodict bad | pchance=0.135 | Predict bad

Prdct bad

cyinders =6 Jcylndars =B

pehance = D0BS

e

=

(111}

FRkEr= amBERca ||maker = asla | maEker= aurnps

?'5 22

Fraigepiaer = [0 | hoksepawer = medidm || iarsepoear = high

0 a 0o

an

Pradict good

redict good Pradict bad

Pracict bad

Prediet goad

Pradict bad

Recursively build a tree from the seven
records in which there are four cylinders and
the maker was based in Asia

Copyright © 2001, Andrew W. Moore

(Similar recursion in the
other cases)
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mpg vaues:  bsd goond

The final tree

sl

root
23 48
pohares = 0.0
e I o
matrders = 3 || pringers = 4 cnders =4 [cvnders =0 |oinders =0
oo LT | an ERR
Precici kel | pobanns = 01195 | Frediot bed — Predict bawd - | pehanes = 0035
Ol i
msker = smnancs || maker = gEm raknr = eyrops | horzeporamr = oy | horzspnveer = naciym || horzspmyeer = high
o 10 25 ] oo (] ;N
Pradict g ocd poierce = 0317 |pofranoe = 0717 | Procicol oed Pr el cyeced Pr o] bt

x"‘;_:“"_‘:—m____———‘_‘———h—___—:——_h

horagp e = e | Dok power = macka | horsspaer = high | aocakeation = o | accecralion = medum | accaleraion = high
b 4 21 ] 1o o1 11
Precir] gnod pocherce = 029 Pr el bl Fredied bad Prechicl paod rohanca =07

e ——
Ca G aon = vy | Gorakonalion = Mo | ocalkaton = high hay o = THNCT 4 oo = TR0 TS ear = THods
+ 0 11 on o 1o nn
Pradict bed {iaine pusche bl Fredich bad Predict goad Precho! kad Pre it besd

Priecia] Bl

Copyright © 2001,

Andrew W. Moore
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npg rsues  ted good

Base Case

One

iy
_,—'—"'_'_H_
mirdes =3 eedrders =4 |cnders =4 |cndes =6 [ovindes =0
oo AT 10 a o ERR]
P
Prechci kel | pohanps = 0135 | Fradict by of bead | prherge = 00
- - -
sl £
s . Le) hor=eporemr = oy | horzspnyeer = nincium || horsspneer = high
Don’t split a o o i
node if all om0 71T | Pracict et Pkt oo Prcte b
. e
—_—
1 matching —
friacin | horssgavior = figh | accakration = v | Goookeration = e um | aocakeanon = hgh
records have 0 . I i
the same o Pr escict bt Fredict bad Prechicl gaod retmnca = 0717
et
output value =
et iy | o b oo = i gy = TinoTé =780 TS Weamr = TEROEE
0 11 oo o ] oon
Fredict bad (e panclabis] Fresict b Fredict ool Frecho! bad Fre it bt
Frecict bad
Copyright © 2001, Andrew W. Moore Decision Trees: Slide 31
e Base Case
=3
. Two
poharcs =0 0H
e =
mirdes= 3 rirders =4 |cwnders =3 | cnders = 6 [ oy
oo AT (1} &0 g 1 Don’t Sp“t a
Precici kel | pobanns = 010135 | Pradict bed  Fredict bad - | peh .
— 1 node if none
msker = amancs | maker = g mabur = mrnpa | horzepersmr = ks | horsspoves Of the
9 10 28 2z LA L attributes
Pradict good perareE = 0T | pofanice = 0,717 | Pracct e Priacic
e __J can create
hommnnlﬁ--un-_ ok pover = Mool | horaso vier = figh | aoca mUItIple non_ I
o4 1] oo empty
Pt el poherss = 0B P e bl Freci] ijdrpn i
_.--""FFFF __',/
i N = kve mmnn-mty/ lerGion = high oty o = TinCT+ s = 7500 & Wi = TEROES
t 0 11 oo o 10 oon
Fredich had [Linex panclabis] Predict bed Predict goadl Frecho! bad Fre il bedt
Prescict badl

Copyright © 2001, Andrew W. Moore
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Base Case Two:

No attributes

can distinguish =

001
]
-

a

Mk = anencs

Pradict g oeod

e = R
25
poFence = 0317

— "l .

Prechcl bl |mu-ﬂ135!md bl - Predicl

maknr = e

2z

horzepoemr = oy

oo

It
=pindare

e

ek Bt

——

pofianee = 0717 | Pracict frad

| horsgpaiver = kv | horapoies = Mo
o4 25
pohwros = 0 B2

_'_._,_,.,-o-""

t 0 1

e R = e | Coedaralion = I‘I'IHIZ'

[z pusnchs bl

on

foc s v i = i

=Tagh | M ekafyead =7

]

Pradict bad

Prescic] Bael

Predict poad

L]

irriarrestion: gain: wing tha breiring sat (2 recoer)
rpg vekex bad good

ik Dixdribedion Irria Gaini

3
4
E]
L]
a

a
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the same output then don’t recurse

input attributes then don’t recurse

Copyright © 2001, Andrew W. Moore

Base Cases

e Base Case One: If all records in current data subset have

e Base Case Two: If all records have exactly the same set of
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Base Cases: An idea

« Base Case One: If all records in current data subset have
the same output then don't recurse

e Base Case Two: If all records have exactly the same set of
input attributes then don’t recurse

Proposed Base Case 3:

If all attributes have zero information
gain then don’t recurse

els this a good idea?

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 35

_|

(o}
kloro @

ORr RO

he problem with Base Case 3

y=aXOR b

U
R P OO

] ) ) The resulting decision
The information gains:

tree:
Information gains using ihe iraining st (4 records) ‘_y’ Va“_,les: D '1
yvalues: 0 ¢
inpad ‘alue Digtibution  info Gain root
a0 [ o
e

(. &
boo I 0 ;

| — Predict 0
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If we omit Base Case 3:

a b vy
o) o) o) y=a XOR b
o 1 1
1 O 1 youalues: O 1
1, 1, O
gt
The resulting decision tree: AR
-
- i
a=0 8=1
T
pohance = 0.414 | pehance = 0,414
f A"
T [
b=0| |b=1| [b=O| |b=1
1 I o1 o1 10
Predlulﬂ.="f¢c .::. .:'r-..-J::: Fredict 0

Copyright © 2001, Andrew W. Moore
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Basic Decision Tree Building

Summarized

BuildTree(DataSet,Output)

e If all output values are the same in DataSet, return a leaf node that

says “predict this unique output”

< If all input values are the same, return a leaf node that says “predict

the majority output”
e Else find attribute X with highest Info Gain
e Suppose X has ny distinct values (i.e. X has arity

ny).

« Create and return a non-leaf node with n, children.

e The ith child should be built by calling
BuildTree(DS;,Output)

Where DS; built consists of all those records in DataSet for which X = ith

distinct value of X.

Copyright © 2001, Andrew W. Moore
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Training Set Error

e For each record, follow the decision tree to
see what it would predict

For what number of records does the decision
tree’s prediction disagree with the true value in
the database?

e This quantity is called the training set error.
The smaller the better.

Copyright © 2001, Andrew W. Moore
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mpg vaues:  bsd goond

—_—

e

MPG Training

Fror

oo

s =3

| cpirers =4

T 10
|

Precicibad | pohons = 1195

_;-'—'_'_'_:,.:-""'"- _,'J)

cynders = |cinde =0 | cyindes=0

e 91

Fradict bod  Fredo bad | prbeece = 0055

et i -

,____.-.—':'_'__'_F'__;-:’F - /r__ =
maker = amanics | maber = aen rsknr = suroen | horsmporamr = o | horsspnseer = rencum || horzmpnseer = high
o 10 25 22 oo (LA | LA
:I;l-:-c_c.fpa-u ] perareE = 0T | pofanice = 0,717 | Pracct e P acd ool P iaci et
_ﬂ""f;-r _1|_q:ﬂ"'““ —_———_:———___
immnn-ﬁ--:;: Dok o = Wl | horssg véor = Mg || oo Bretion = oy ﬁ:-t-mnn-mwn o RO = figh
!I] i 21 oo 1o o1 11
-rh_ﬁ:;.?-f:l_- peherce = 0 B39 Pr o] ket Fradicd b T‘l".‘,:!-:!",f..l.-ﬁ pohanca =0 717
e = ______——P—_P— i
a raon = e | eocceketalion = A | eecakeeaton = nigh : -?n';?:. patr = 750 TS e = TOROES
1 =6 oo o T o nao
Fredicl bed [ pancle e Predod bad Fredict good Precic] bad Predict bed
Prieche Bl
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npg rales

hsd goncd

2 e

iy

e

poharce =0 0H

MPG Training

error

i

Mum Errars Set Size Percent Vidrong

Training Set 1

40 2

50

o 10

TR~ AR |

25

Pradict g oeod

poFence = 0317

[Tl ™ W | WOl = ik O | T egeren ] = v |

22 oo

[TEAEERaT TP = THECANT [T sopm ey = high

sl

pofianee = 0717 | Pracict frad

b4

T = W

1

Precic] gocd

pehere= = 0 EX

FRCE oo = i | e v = figh

b o

= Hvadh i || e ke e = figh

Pr eociie] bl

pohonca = 07T

raa RO

= RivF

11

Fredich bad

[z pusnchs bl

G el T = el i i SO = [ g

on

10

Pradict bad

Prescic] Bael

Precic! bad

Fre ol e
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mpg yaues:

b pood

MPG Training

error

Mum Errars Set Size Percent Virong

Training Set 1 40 2.50
L
maker = anencs | mabar = gEn raknr = eyrops | horzeporamr = oy | horzspnveer = naciym || horzspmyeer = high
o 1D 28 = oo o1 B0
Pradict good perareE = 0T | pofanice = 0,717 | Pracct e P acd ool P iaci et
il ———
feorsapayee = e | Dok pouver = Ml | horassd vior = gh | Seca Bration = oy | e skralon = Medum || oo ieeion = high
o4 21 00 Lo o1 11
Pr e g pcherce = 0 R3a P e bl Preddicd b Preclic] g o pohmnca = 0717
7T N\ ==
e raon = v | eceeketalion = dedum | & cakeeton = nigh oty o = TinCT+ e = TS0 TS Wi = TEROES
1t 0 11 oo o 1o nan
Predict bad i {ane=oe prncls ble) / Fredict bad Predict poad Precic] bad Predct bad
Pro iy
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Stop and reflect: Why are we
doing this learning anyway?

e It is not usually in order to predict the
training data’s output on data we have
already seen.

Copyright © 2001, Andrew W. Moore Decision Trees: Slide 43

Stop and reflect: Why are we
doing this learning anyway?

e It is not usually in order to predict the
training data’s output on data we have
already seen.

e It is more commonly in order to predict the
output value for future data we have not yet
seen.
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Stop and reflect: Why are we
doing this learning anyway?

e It is not usually in order to predict the
training data’s output on data we have
already seen.

e It is more commonly in order to predict the
output value for future data we have not yet
seen.

Warning: A common data mining misperception is that the
above two bullets are the only possible reasons for learning.
There are at least a dozen others.
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Test Set Error

e Suppose we are forward thinking.

e We hide some data away when we learn the
decision tree.

e But once learned, we see how well the tree
predicts that data.

e This is a good simulation of what happens
when we try to predict future data.

e And it is called Test Set Error.
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npg rsues  ted good

MPG Test set
error

Mum Errars Set Size Percent
Wrang
Training 2et 1 40 2.50 I
EnTre = hgh
Test Set 74 352 21.02
1 B
s —_—
TeorEapader = ki | Mok o = Wil | hiofad v or = (g | S0cd Bradion = bw | o ekalon = Fsd U || a0 eaion = figh
oD 4 A 0o {1 o1 11
Presched g poherg= = 0B P ecicd bad Predicd bead Preclicl good pohmnca = 0717
T [ T 7
R N = ki | o lhalio o= el U | accaleraton = high fady = TinaTé A = T8 TS = TEhCES
0 1= an oA 10 nan
Predid bad = pusruce bl Fradicd bad Preddicd pood Precic] bad Pre dict besd
Precic] barl
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mpg vaues:  bsd goond

MPG Test set

1=+ 3
e error
poharce = 0 0H
Mum Errars Set Size Percent
Wrang
Training =&t 1 40 2.00 I
P yeer = hgh
Test Set 74 252 21.02
il Lr-;.-—- T | B
_-'-""_-FF B _\_\__T‘_\_—\_\:._\_‘_
Wﬁk'h:!mm = i |hcwmunn--r-gﬁ Imm-nn imnm—nlnn-rmdwn Imnrnmn--rigﬁ

=4 The test set error is much worse than the
training set error...

F

Priscic] el

]
' : . —.why?
Predich bed {ioinezx pumnchs ey Predic bad Predich goail Preciol bad Fre dict b
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An artificial example

e We'll create a training datase

Output y = copy of e,
Five inputs, all bits, are Except a random 25%
generated in all 32 possible of the records have y
combinations set to the opposite of e
A {_A_\
4 N
 |a b c d e y
0 0 0 0 0 0
% 0 0 0 0 1 0
2
<) < 0 0 0 1 0 0
o
g 0 0 0 1 1 1
Py 0 0 1 0 0 1
\. |1 1 1 1 1 1
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In our artificial example
e Suppose someone generates a test set
according to the same method.

e The test set is identical, except that some of
the y’s will be different.

e Some y’s that were corrupted in the training
set will be uncorrupted in the testing set.

e Some y’s that were uncorrupted in the
training set will be corrupted in the test set.
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Building a tree with the artificial
training set

e Suppose we build a full tree (we always split until base case 2)
!ﬂiﬁl

e=0 e=1

a=0 a=1 a=0 a=1

ATy

——
25% of these leaf node labels will be corrupted
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Training set error for our artificial
tree

All the leaf nodes contain exactly one record and so...

e We would have a training set error
of zero
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Testing the tree with the test set

1/4 of the tree nodes 3/4 are fine
are corrupted

1/4 of the test set |1/16 of the test set will |3/16 of the test set will

records are be correctly predicted |be wrongly predicted
corrupted for the wrong reasons |because the test record is
corrupted
3/4 are fine 3/16 of the test 9/16 of the test
predictions will be predictions will be fine

wrong because the

tree node is corrupted

In total, we expect to be wrong on 3/8 of the test set predictions
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What's this example shown us?

e This explains the discrepancy between
training and test set error

e But more importantly... ... it indicates there’s
something we should do about it if we want
to predict well on future data.
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Suppose we had less data
e Let’'s not look at the irrelevant bits

Output y = copy of e, except a
| random 25% of the records
have y set to the opposite of e

|These bits are hidden
A

4 N\

32 records
AL
O | [O |k |O (0D

kPO O [0 K

\. 1 1

What decision tree would we learn now?
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Without access to the irrelevant bits...

- These nodes will be unexpandable
;\j
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Without access to the irrelevant bits...

Root

le=0 |

le=1 |

In about 12 of
the 16 records
in this node the
output will be 0

So this will
almost certainly
predict O

In about 12 of
the 16 records
in this node the
output will be 1

So this will
almost certainly

predict 1

Copyright © 2001, Andrew W. Moore

These nodes will be unexpandable
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Without access to the irrelevant bits...

le=o Lot

almost certainly
none of the tree
nodes are
r‘nrrlllnfpd

almost certainly all
are fine

1/4 of the test |n/a 1/4 of the test set

set records will be wrongly

are corrupted predicted because
the test record is
corrupted

3/4 are fine n/a 3/4 of the test

predictions will be

fine

In total, we expect to be wrong on only 1/4 of the test set predictions
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Overfitting

e Definition: If your machine learning
algorithm fits noise (i.e. pays attention to
parts of the data that are irrelevant) it is
overfitting.

e Fact (theoretical and empirical): If your
machine learning algorithm is overfitting
then it may perform less well on test set
data.
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Avoiding overfitting

e Usually we do not know in advance which
are the irrelevant variables

e ...and it may depend on the context

For example, if y = a AND b then b is an irrelevant
variable only in the portion of the tree in which a=0

But we can use simple statistics to

warn us that we might be
overfitting.
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npg rsues  ted good

Gyirders = 3 || mrinders = 4 cyinders =3 |cundes =6 jovindes =0
oo AT i 0 a C |

Precicibadl | pohenes = 0735 | Frade bed  F l . e :
. = _; —~~_ Consider this
\T’ amenca | maker = s nr = Eropn | horsepoemr Iﬂ

o {0 FR 22 oo Spllt

Pradict g oeod porerce = 0317 | pofanoe = 0717 | Procict e

sy i T
h-omw.'-nr-u;'-_ oo = MOl | horased vier = figh | eocderalion = kv || Gon seralinn = dad i || aoo Geaion = g
D4 251 oo 1o a1 11
Pr i gaoced pcheres = 0 EM Pr e bl Predict bl Precicl g od pehance = 0717
i = 7
i b = by | G el n = Heedll U | e b alion = figh baty = JinaT . =TE0TE by = THRoES
i o 11 oo o 1o nan
Fradiod bad [ prsncle b Fradod bad Predict poad Precic] kd Predict feed
Prechc] badl
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A chi-squared test

mpg values: bad good

maker america 0 10 [ (N i o | maker = america =0
asia 2 5 1 I i ropg | maker = asia § = 0883121
erpe 2 2 [ I i ripg | rnaker = surspa ) = 1
Himpg) = 0702487 Himpgjmaker = 0478183
IG{mpgimaker) = 0.324.284

e Suppose that mpg was completely uncorrelated with
maker.

 What is the chance we’d have seen data of at least this
apparent level of association anyway?
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A chi-squared test

mpg values; bad good

maker amerca 0 10 [N D i rpg | maker = america =0
asia | I i rpg | maker = asia )= 0BA3121
ercpe 2 2 [ I i rripg | maker = surope ) = 1
|Himpg) = Q702467 Himpg|maker) = 0478183
|Gimppimaker) = 0224384

e Suppose that mpg was completely uncorrelated with
maker.

 What is the chance we’'d have seen data of at least this
apparent level of association anyway?

By using a particular kind of chi-squared test, the
answer is 13.5%.
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Using Chi-squared to avoid
overfitting

» Build the full decision tree as before.

e But when you can grow it no more, start to
prune:

e Beginning at the bottom of the tree, delete
splits in which p,... = MaxPchance.

= Continue working you way up until there are no
more prunable nodes.

MaxPchance is a magic parameter you must specify to the decision tree,
indicating your willingness to risk fitting noise.
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Pruning example

e With MaxPchance = 0.1, you will see the
following MPG decision tree:

mpy valees. Bad good

LIl 4 17

oo
22 e
pehance = 0001

cyinders = 3 | cyinders = 4 | cyinders = & | cylinders = &

Pradizl bad  Predicl good

cylinders = &
10 B0 #1
Prodicl bad  Fredicl bad  Pradic) bad

Note the improved
test set accuracy
compared with the
unpruned tree

/
MNum Errors  Set Slze Percent M
Vifrong
Traming Set 5 40 12.50
Test Set 55 352 1501
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MaxPchance

e Good Nnews: The decision tree can automatically adjust
its pruning decisions according to the amount of apparent
noise and data.

e Bad news: The user must come up with a good value of
MaxPchance. (Note, Andrew usually uses 0.05, which is his
favorite value for any magic parameter).

e Good news: But with extra work, the best MaxPchance
value can be estimated automatically by a technique called
cross-validation.
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MaxPchance

e Technical note (dealt with in other lectures):
MaxPchance is a regularization parameter.

N

Expected Test set
Accuracy

i Increasing
w MaxPchance =——p
<« »
High Bias High Variance
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The simplest tree

e Note that this pruning is heuristically trying
to find

The simplest tree structure for which all within-leaf-
node disagreements can be explained by chance

e This is not the same as saying “the simplest
classification scheme for which...”

e Decision trees are biased to prefer classifiers
that can be expressed as trees.
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Expressiveness of Decision Trees

e Assume all inputs are Boolean and all outputs are
Boolean.

e What is the class of Boolean functions that are
possible to represent by decision trees?

e Answer: All Boolean functions.
Simple proof:

1. Take any Boolean function

2. Convert it into a truth table

3. Construct a decision tree in which each row of the truth table
corresponds to one path through the decision tree.
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Real-Valued inputs

e What should we do if some of the inputs are
real-valued?

mpg | cylinders |displacemen horsepower 'weight lacceleration modelyear maker

good 4 97 75 2265 18.2 77 asia

bad 6 199 90 2648 15 70 america
bad 4 121 110 2600 12.8 77 europe
bad 8 350 175 4100 13 73 america
bad 6 198 9% 3102 16.5. 74 america
bad 4 108 94 2379 16.5 73 asia

bad 4 113 95 2228 14 71 asia

bad 8 302 139 3570 12.8 78 america
good 4 120 79 2625 18.6 82 america
bad 8 455 225 4425 10 70 america
good 4 107, 86 2464 15.5 76 europe
bad 5 131 103, 2830 15.9 78 europe

Idea One: Branch on each possible real value
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“One branch for each numeric
value” idea:

Hopeless: with such high branching factor will shatter
the dataset and over fit

Note pchance is 0.222 in the above...if MaxPchance
was 0.05 that would end up pruning away to a single
root node.
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A better idea: thresholded splits

e Suppose X is real valued.
e Define IG(Y]X:t) as H(Y) - H(Y|X:t)

e Define H(Y|X:t) =
HYIX<t) PX<t) + HY|X>=1t) P(X >=1)

» IG(Y]X:t) is the information gain for predicting Y if all
you know is whether X is greater than or less than t

e Then define IG*(Y|X) = max, IG(Y|X:t)
e For each real-valued attribute, use 1G*(Y|X)
for assessing its suitability as a split
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Computational Issues

e You can compute IG*(Y]X) in time
RlogR+2Rn,

e Where

R is the number of records in the node under consideration
ny is the arity (number of distinct values of) Y

How?

Sort records according to increasing values of X. Then create a 2xn

contingency table corresponding to computation of 1G(Y|X:x

). Then

min

iterate through the records, testing for each threshold between adjacent
values of X, incrementally updating the contingency table as you go. For a
minor additional speedup, only test between values of Y that differ.
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Infarrnetoh pains using the fraining set (40 records)

mpivalues bad good

Inpuit
cylinders

displacement

horeapmear

weight

acceleration

mocekear

maker

WEue Diistnbutian It Gian
%4 I [ A
=5

<168 | 0 220005
== 12z [

=8¢ N 520
=434 [

= 2700 [ (37T
== 2760 N

=182 I o 15557
=182 [

I 0 NEIEIEE
==41 [

america [N (0437185
aziz [

Europe _
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mpgwvalues: bad good

oylirlers < 5 olirders == 5
4. 17 181
pchance = 0001 | pchance = 0003
i S 5 i
horsepoeer = 84 | horsepowser == 84 | acceleration < 18 | acceleraton == 18
117 in 18 0 o
pchance = 0274 | Predict bad Predict bad Predict good
—
maker = amenca || maker = asia | maksr = surope
o 10 05§ 1 2
Pradict good Pradict good | pohence = 0.270
=
dhgplacement < 116 | displacament == 118
oz | 1 0
Fredict good Predict bad
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Unpruned
tree using
reals
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Pruned tree using reals

mipg values: bad good
oot
22 18
pchance = 3.000
_7_:\:
cylnders < 5 cylinders =n §
4 17 i@ 1
pchance = 0,001 | pchance = 0.003
g N
horsepower < 84 || horsepower »= 84 | acceleration < 18 | acceleration »= 18
1107 30 8 @ 1
F'rl;:h:t gead . Predict bad Pradict bad Pradict goad
Mum Errars  Selt Siee Parcent
Wirong
Training Set 1 40 2.50
Test Sat 53 362 16.06
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Binary categorical splits

e One of Andrew’s
favorite tricks

e Allow splits of the
following form

Root

Attribute Attribute
equals doesn’t

value equal value
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Example:

mpg valusg: bad gead

roat
2 13

pehanca = 0000

N

cylinders ig 4 | cindars isntd
4 17 18 1

Fradict goed | pehence = (L0165

modatyear is TEEY (| modelyesr iant TG
11 17T 0

Pradicl bed Pradct bad
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Predicting age
from census
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Predicting
wealth from
census
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Predicting gender from census
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Conclusions

e Decision trees are the single most popular
data mining tool
e Easy to understand
e Easy to implement
e Easy to use
e Computationally cheap

 It's possible to get in trouble with overfitting

e They do classification: predict a categorical
output from categorical and/or real inputs
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What you should know

e What's a contingency table?
e What's information gain, and why we use it

e The recursive algorithm for building an
unpruned decision tree

e What are training and test set errors

e Why test set errors can be bigger than
training set

e Why pruning can reduce test set error
e How to exploit real-valued inputs
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What we haven't discussed

e It's easy to have real-valued outputs too---these are called
Regression Trees*

e Bayesian Decision Trees can take a different approach to
preventing overfitting

e Computational complexity (straightforward and cheap) *
e Alternatives to Information Gain for splitting nodes

e How to choose MaxPchance automatically *

e The details of Chi-Squared testing *

e Boosting---a simple way to improve accuracy *

* = discussed in other Andrew lectures
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For more information

e Two nice books
e L. Breiman, J. H. Friedman, R. A. Olshen, and C. J. Stone.
Classification and Regression Trees. Wadsworth, Belmont,
CA, 1984.

e C4.5 : Programs for Machine Learning (Morgan Kaufmann
Series in Machine Learning) by J. Ross Quinlan

e Dozens of nice papers, including
e Learning Classification Trees, Wray Buntine, Statistics and
Computation (1992), Vol 2, pages 63-73
e Kearns and Mansour, On the Boosting Ability of Top-Down
Decision Tree Learning Algorithms, STOC: ACM Symposium
on Theory of Computing, 1996

< Dozens of software implementations available on the web for free and
commercially for prices ranging between $50 - $300,000
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Discussion

Instead of using information gain, why not choose the
splitting attribute to be the one with the highest prediction
accuracy?

Instead of greedily, heuristically, building the tree, why not
do a combinatorial search for the optimal tree?

If you build a decision tree to predict wealth, and marital
status, age and gender are chosen as attributes near the
top of the tree, is it reasonable to conclude that those
three inputs are the major causes of wealth?

..would it be reasonable to assume that attributes not
mentioned in the tree are not causes of wealth?

..would it be reasonable to assume that attributes not
mentioned in the tree are not correlated with wealth?
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