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Abstract

In this work we study of the notion of “attractivess” of faces in a machine-learning
context. To this end, we collected human beauipgatfor datasets of facial images and
used various techniques for learning the averagjactiveness of a face. The results
clearly show that beauty is a universal concepiclvban be learned by a machine. Due
to the limited size of the dataset, most of theimfation about the target is extracted
from features that are simply correlated with fhbeauty.

1. Introduction

The subject of human facial attractiveness has receivedtiattefrom
scientists for centuries, yet, the face of beauty, sometengan recognize in an
instant, is still difficult to formulate. This outstanding questhas led to a large
body of ongoing research by scientists in the biological, cognitivet exact
sciences.

The common notion in research has always been that beautyth® "&ye of
the beholder", that individual attraction is not predictable beyamdknowledge
of a person's particular culture, historical era or persoistdry. However, more
recent work suggests that the constituents of beauty are maithigrary nor
culture bound. Numerous studies have demonstrated high congruence over
ethnicity, social class, age and sex [1][2], suggesting fihaperties of facial
features are the same irrespective of the perceiver,hatgeople everywhere
are using similar criteria in their judgements. This ishieir strengthened by the
consistent relations demonstrated in experimental studies dretatractiveness
and various facial features [3], as well as by studies denadingt that even
infants and newborns show a preference for more attractive faces [4].

Research has found certain features and characteristics pmditevely
related to facial attractiveness (e.g. symmetry, averagehfdl lips, large eyes),
yet the relative importance of these traits and their ictieras with other facial
attractiveness determinants are still unknown.

Different studies have examined the relationship between ciivieje
judgements of faces and their objective regularity. Morphingveoé has been
used to create average and symmetrized faces [1], asawelltractive and
unattractive prototypes, in order to analyze their charatitstisOthers have
produced attractive faces from a collection of golden ratios, faofnactal
geometry based on powers of two or by evolution using an interaygivetic
algorithm [5]. Previous work has mainly involved averaging andphiog of
digital images and geometric modeling to construct attratdiees. In this work



we explore the notion of facial attractiveness using macharaitey techniques:

using only the images themselves, we try to learn and andlgzeapping from

two dimensional facial images to their attractivenessescais determined by
human raters.

2. Data

In order to reduce the effects of age, skin color, faciatesgion and other
irrelevant factors, subject choice was confined to young Caucdemales.
Images were constrained to frontal views with neutral exjoresswith no
accessories or obscuring items (e.g. jewelry). Furthermoreget a good
representation of the notion of beauty, the dataset was also required to es&compa
both extremes of facial beauty: very attractive as well as very aciatg faces.

We obtained two datasets, which met the above criteria, batbladively
small size of 92 images: one contained images of young Amesicaren, and
the second - of Israeli girls aged approximately 18. The disoimibf the two
datasets were found to be too different for combining the sets,hendfdre, all
our experiments were conducted on each dataset separately. Imeages
converted to grayscale to lower data dimension and to simpéfggmputational
task.

Attractiveness ratings were collected for both datasets; 28\@rs rated the
images in the first dataset and 18 rated those in the secoridfdesal image
was rated on a discrete scale between 1 (very unattiaatide/ (very attractive)
by each rater. Ratings were tested for adequacy and consisiEmeyfinal
attractiveness rating of a facial image used in subsecpmalysis was the
average of its collected ratings.

3. Work and Results

3.1 Face Representation

In our analysis we adopted two different representationsfiidtes the raw
grayscale pixel values, in which all relevant factors, sucheature, shading,
pigmentation and shape, are represented, though not in form simpleéct.e
The second representation, motivated by golden ratio argumentsgets dra the
manual measurement of 37 facial feature distances thattrétie geometry of
the face. These include, for example, the distance betweeraegesidth and
length of mouth and of each eye. The facial feature points, accaambich
distances are defined, are shown in Fig. 1. All raw distance nesasnits, which
are in units of pixels, are normalized by the distance betweeils, which
serves as a robust and accurate length scale. To thesegrowlgtrical features
we added several non-geometrical measured features: Ttagavace hue, the
average hair color, and an estimate of skin smoothness. Thenagteestimated
by applying standard edge detection filters on the cheeks and forehead.



Figure 1: Marked points are the
facial landmarks used to compute
the measurements for the feature-
based representation (e.g.
distance between pupils, face
width at eye level, face length).

3.2 Mutual Information Maps

We began our work with a preliminary study of our data and lésioa to
facial attractiveness using various data analysis methodbsinvthis framework,
we applied a Mutual Information analysis to identify the fesguthat are most
"informative" for facial attractiveness determination. Rbrs, we recast the
problem of predicting facial attractiveness as a simpler dnelisterning
‘attractive’ faces from ‘unattractive’ faces. The redupeablem can naturally be
translated into the binary classification task of sepagahe 25% highest rated
images, which comprise the class of "attractive" faces the 25% lowest rated
images, which comprise the class of "unattractive" faced. uoprisingly,
humans also find this task to be much simpler and very highlatbores between
human judgements are observed. Feature values were also memte ol
binning.

A novel visualization of the facial regions important for adtiveness
determination emerged in the calculation of the mutual infoomdetween the
(binned) raw pixel values and the target classes. Since the mutraiation is a
function of the pixels, the whole array of mutual information v&lgan be
represented as a face-like image, as shown in Fig. 2. ghierdiareas are the
pixels that were found to be more "informative" for facialraativeness
determination.



Figure 2: Pixel mutual
information map (values
can be seen in the colorbar
on the right of the image)

The eyes (shape and hue), eyebrows, nose (length and width) and mouth a
all clearly visible. Additional important features are chealantour of lower
face and hair, which was also very highly correlated with the ratings.

Results of a mutual information analysis on the constituentiseofeature-
based representation were consistent with the pixel mutual informatms ma

3.3 Learning facial attractiveness

Using the facial images in both representations and thgpective human
ratings, we perform learning and prediction of facial afivaness. As the
dimension of the initial pixel image data is extremely highthe order of
100,000, dimension reduction was required. Therefore, we reduced the
dimension of the image data with Principal Component Analysis (PLglpbal
dimension reduction technique, shown to relate reliably to human parfoem
on face image processing tasks [6].

To produce sharper eigenfaces, all images were alignedebafclergoing
PCA. Faces were translated and rescaled to fix the locatidheopupils at
predefined positions. We further aligned the images accordinditechvertical
location of the center of the mouth. As this latter alignmbéanged face height
to width ratio, the vertical scaling factor was added to ltve-dimensional
representation of each face.

PCA was also performed on the feature-based measurements.emtmrd
decorrelate the variables in this representation, as wedl.\Wids important since
strong correlations, stemming, for example, from left-rightneetry, were
observed in the data.

Feature Selection

To enable good prediction of ratings we performed feature selefidmth
representations. We selected features by ranking them augotdi their
correlation with the human ratings. We experimented with otrédimg criteria,
such as chi-square and mutual information, but those produced somewhat inferior
results.



Interestingly, in the pixel representation, features found mostlated with
the attractiveness ratings were those pertaining to inteateeeigenvalues. This
is in contrast to many face analysis applications, in whictetigest eigenvalues
are selected. Fig. 3 shows the eigenvectors from PCA on pixgegrfeom the
main dataset, where 3(a) shows those pertaining to the highesvaues and
3(b) shows the highest correlated ones. While the former showtyngaeseral
features of hair and face contour, the latter also clearly show éiprease tip and
eye size and shape as important features. This featuctiGelienproved results
considerably: correlation of predicted ratings with the humangsutivith KNN,
for example, rose from 0.25 to 0.45.
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Figure 3a: Eigenfaces with highest Figure 3b: Eigenfaces with highe

eigenvalues correlations with attractiveness ratings
Prediction

The data vectors were projected onto thenogigenvectors from the feature
selection stage, whera is a parameter with which we performed optimization.
These new projection vectors were the low-dimensional, infoomgtieserving
representation of the data output from the PCA stage to theetsain the
prediction stage.

The main predictors we worked with were KNN and SVM. We aised
linear regression, which serves as a baseline for the other methods.

Due to the relatively small sample sizes, we evaluated tlerpance of the
predictors using cross-validation; predictions were made vrede@ut, withn =
1 for linear regression and KNN amd= 5 for SVM. Predicted ratings were
evaluated according to their correlatwith the human ratings.

The output of the KNN predictor for a test image was thghted average
of the targets of the imageksearest neighbors, where the weight of a neighbor
was the inverse of its distance from the test image. Thécpweavas run withk
values ranging from 1 to 45.

For the SVM method, we tried several kernels: linear, polynomial of e&gre
and 3 and gaussian with different values,oivhere logy O {-6, -4, -2, 0}. We
performed a grid search over the values of slack parancgtand the width of
regression tubey, such that logC [{-3, -2, -1, 0, 1} andv({0.1, 0.4, 0.7, 1.0}

In all runs we use a soft-margin SVM implemented in $ight [7].

Fig. 4 depicts the results of the predictors on the images ofobrtlee
datasets. The top figure shows the correlations reached witpixbeebased
representation, where KNN was run with 31, and the bottom figure shows the
results for the feature-based representation, where KNNlabons are fok =



42. The results for the pixel images show a peak me2b features, where the
maximum correlation, achieved with KNN, is approximately 0.45. fighae for
the feature-based representation shows a maximum value of Geadym=15
features, where the highest correlation is achieved bath %M and linear
regression. Results obtained on the second dataset wereiméay. SHighest
SVM results in both representations were reached with a linear kernel.
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Figure 4: Results of all three predictors for the pixel iraadtop figure) and for

the feature-based representation (bottom figure)

It is interesting to note that the simple linear regrespi@dictor is as good
and in certain cases, such as in the feature representationbeter than the
KNN predictor. SVM performance was, for the most part, as geahd slightly
better than that of the other methods.

In general, performance with the feature-based measurementbettas
enabling a correlation of nearly 0.6 vs. a correlation of 0.45 withptkel
images. This implies that a feature-based representatiomr, 'matural” than the
pixel values, might be more informative for facial attractivenetsaination.



4. Discussion

In this work we present a predictor of facial attractiesnerained with
female facial images and their respective average huaiaigs. Images were
represented both as raw pixel data and as measurements faicled\features.
Prediction was carried out using KNN, SVM and linear regnessand ratings
predicted achieved a correlation of approximately 0.6 with the human ratings

Given the high dimensionality and redundancy of visual data, theofask
learning facial attractiveness is undoubtedly a difficult ddenetheless, our
predictor achieved significant correlations with the targé¢s, given the results
of the prediction process and additional data analysis, wevbeadur success was
limited by a number of hindering factors.

The most meaningful limiting factor was probably the relagiwphall size of
the datasets. We confirmed this by iteratively running theigie for a growing
dataset size. Fig. 5 shows the results for KNN on the featgestvapresentation
of one of the datasets wik¥16 andm=7 features. Results shown are the average
correlation of 10 runs with different subsets of images. giagh clearly shows
improvement as the number of images increases. The slope affiteig still
positive with 92 images and does not asymptotically level off, implying thag the
is considerable room for improvement with a larger datased. site of the
dataset also limited our ability to estimate the postedistribution of the
attractiveness ratings given feature value.
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Figure5: Correlation as a function of the number of images

Another limiting factor was most probably insufficient datpresentation.
Our data analysis showed the relation of the features and puittisthe
attractiveness ratings to be lower than initially expectdimonstrating the
difficulty in learning from these data representations.

While producing better results than the pixel images, theured#tased
representation is, nonetheless, insufficient; it includes ounfglitean distance-
based measurements, and, therefore, lacks shape and texturetinforidaes
are totally omitted, and the shape of facial features is remexsin a very coarse
manner.



The relatively lower results with the pixel images show thhis
representation is, likewise, not informative enough for the discatory task of
facial attractiveness evaluation. In addition to its high dinosadity and
redundancy, the representation of a face in this vector spdoenatural”, as,
for example, an average of two faces will not necegsaribduce a face-like
image.

Future work should incorporate an encoding that is perceptually or
cognitively more realistic, such as the output of Gaborrdilter wavelets.
Furthermore, as PCA operates independently of higher-levaiempans,
combining feature extraction from pixel information with featursdoh
approaches, such as "eigenfeatures" [8], would probably resulhproved
performance.

In conclusion, our work, novel in its application of learning methodbe
analysis of facial attractiveness, has produced promisingtsesSignificant
correlations with human ratings were achieved despite theudiffiof the task
and several hindering factors. The entirety of our findings shomipe of even
better results in future research ameliorating theserfaetad overcoming the
obstacles inherent in our work.
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