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Restoring Unassisted Natural Gait to Paraplegics Via 
Functional Neuromuscular Stimulation: A Computer 

Simulation Study 

Abstract-Functional neuromuscular stimulation (FNS) of paralyzed 
muscles has enabled spinal-cord-injured patients to regain a semblance 
of lower-extremity control, for example to ambulate while relying 
heavily on the use of walkers. Given the limitations of FNS, specifically 
low muscle strengths, high rates of fatigue, and a limited ability to 
modulate muscle excitations, it remains unclear, however, whether FNS 
can be developed as  a practical means to control the lower extremity 
musculature to  restore aesthetic, unsupported gait to  paraplegics. 

A computer simulation of FNS-assisted bipedal gait shows that it is 
difficult, but possible to  attain undisturbed, level gait a t  normal speeds 
provided the electrically-stimulated ankle plantarflexors exhibit either 
near-normal strengths or a re  augmented by an  orthosis, and  a t  least 
seven muscle-groups in each leg are  stimulated. A combination of dy- 
namic programming and  a n  open-loop, trial-and-error adjustment 
process was used to find a suboptimal set of discretely-varying muscle 
stimulation patterns needed for a 3-D, 8 degree-of-freedom dynamic 
model to sustain a step. An ankle-foot orthosis was found to be espe- 
cially useful, as  it helped to stabilize the stance leg and simplified the 
task of controlling the foot during swing. I t  is believed that the process 
of simulating natural gait with this model will serve to  highlight diffi- 
culties to be expected during laboratory and clinical trials. 

INTRODUCTION 
NS is an especially promising means of restoring mo- F tor control to the paralayzed limbs of spinal-cord-in- 

jured (SCI) patients. In many cases of spinal-cord injury, 
the nerves emanating from the spinal cord below the le- 
sion, as well as the muscles innervated by these nerves, 
remain intact. Since only the communication pathways 
from the higher-level motor control centers to the spinal 
cord have been severed or blocked, FNS offers a method 
of controlling the distal extremities by directly applying 
electrical stimuli to the isolated nerves and muscles. If the 
microprocessor-controlled muscular excitations could be 
suitably coordinated, perhaps the ultimate dream of re- 
storing unsupported, natural-speed gaits to paraplegics can 
be realized. 

For over two decades, FNS has been applied to correct 
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footdrop during hemiplegic gait [ 11, [2] and to enable par- 
aplegic gait 131-[SI. Although virtually every application 
of FNS for paraplegic ambulation has relied heavily upon 
external, weight-supporting devices and/or extensive 
bracing systems, FNS-assisted gaits have been sustained 
for several hours each day, covering distances up to one 
kilometer [9]. To approach these levels of performance, 
typical subjects must be totally committed to clinical re- 
search programs, as months of intensive effort are re- 
quired to build up muscle strenghts, to implant electrodes 
and leads, and to train with the stimulation systems [5], 

Unfortunately, a myriad of technological, physiologi- 
cal, and psychological barriers must be broken before FNS 
can hope to acheive any measure of practicality and wide- 
spread success. Some of the major difficulties are as fol- 
lows: 

1) The high rate of fatigue, metabolic inefficiency, and 
low strength of electrically-stimulated muscle [ 1 11-[ 161. 

2) The difficulty of controlling muscle contractions to 
the degree necessary for finely coordinating musculoten- 
don force [ 171-[22]. 

3) The high level of commitment needed from subjects 
for proper training and strength conditioning [ 101. 

4) A heavy reliance on orthotics to simplify control, to 
aid in weight support, and to provide a measure of safety 

5) A lack of knowledge regarding the mechanics of 
muscle-tendon interaction, joint function, and the dynam- 
ics of moving, multisegmented bodies [24], [25]. 

These difficulties are stongly coupled together. For in- 
stance, the high fatigue rate makes control of muscle-ten- 
don force difficult over time, necessitating a rigorous 
training regimen. Orthoses are needed to augment the ac- 
tion of the relatively weak muscles but add unwanted mass 
that must be supported, accelerated, and decelerated. And, 
if orthoses are eliminated to reduce weight, the dynamical 
interactions between body segments makes control more 
difficult because the number of degrees of freedom in- 
creases. 

When reciprocal gait is attempted clincially , stimuli are 
typically prescribed open-loop through a trial-and-error 
process, usually to stabilize the leg during stance, and to 
elicit a flexion reflex to lift the “swing” leg [4], [5], [7], 

[lo]. 
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[9]. Because amulation is slow, and the paraplegic’s 
weight is primarily supported by the arms through the re- 
liance on a walker or crutches, stability is achieved and 
only a crude open-loop control is needed to advance the 
legs. Errors in positioning and accelerating the legs need 
not be corrected through feedback control systems be- 
cause large errors can be tolerated. Flexions and exten- 
sions of particular joints may be prescribed ad hoc with- 
out necessarily considering their dynamical effects on the 
movements of other joints, since it is assumed that un- 
desirable movements can be compensated for by the arms. 

We submit that a more analytical, systemwide approach 
to applying FNS will be needed if FNS (to control walk- 
ing) is ever to progress beyond the tightly-controlled re- 
search environment. To be accepted, the FNS-assisted gait 
should be practical, energy-efficient, and exhibit near- 
normal speed and appearance. Otherwise, as experience 
with prosthetic devices has shown [26], [27], a service- 
able but conspicuous electrically-stimu!ated gait will 
probably find limited acceptance among potential users 
since the risks and effort required would continue to out- 
weigh the potential benefits. Although much improve- 
ment in each of items 1 to 5 above will be needed before 
near-normal gait can be achieved routinely using FNS, we 
can nonetheless study the feasibility of pursing this goal 
through computer modeling techniques. Modeling FNS- 
assisted walking is advantageous, in that future perfor- 
mance of FNS systems can be studied without the con- 
straints imposed by our current technology. 

Assuming levels of improvement in items 1 to 5 above, 
we have examined the feasibility of achieving unsup- 
ported, near-normal walking gait in paraplegics by iden- 
tifying the major control issues, and problems that need 
to be solved. In doing so, a framework to guide the further 
development of FNS systems has been established so that 
paraplegics might someday be able to walk again. 

METHODS 

A. Simplifying Assumptions 
A number of assumptions regarding the solution to 

many current proldems in the field will be made in order 
to suitably limit the scope of this study to the identifica- 
tion of the critical musculoskeletal control problems fac- 
ing the restoration of unsupported, natural gait to para- 
plegics. 

First, we will limit the study to a specific set of con- 
ditions; 

Al)  Walking is considered to occur only upon smooth, 
level surfaces and to be completely undisturbed by exter- 
nal forces (e.g., wind). 
This assumption is necessary because only the feasibility 
of restoring normal-appearing gait will be evaluated. 
Much work is being done to develop closed-loop systems 
for the control of the paralyzed upper and lower extrem- 
ity, and it is expected that such systems will be employed 
to fine-tune coordinated movements in the presence of 
disturbances [17], [281-[301. 

Three assumptions concern the properties of the mus- 
cles and tendons of the paralyzed extremities: 

A2) Reconditioned paralyzed musculotendons may be 
modeled identically to normal musculotendon actuators. 

A3) The selectivity of the stimulation (of individual 
muscles) is assumed to be perfect. 

A4) Recruitment of muscles fibers is considered to be 
independent of muscle length. 
Assumption A2 should hold as long as severe denervation 
of the major lower-extremity muscles does not occur, so 
that the nerves, muscles, and tendons distal to the spinal 
lesion remain functionally intact. On the other hand, FNS 
systems usually stimulate muscles that have been recon- 
ditioned, which convert fast twitch muscle fibers to slow 
twitch fibers [14], [15]. It is further expected that the re- 
liability of electrodes, leads, and stimulators will no 
longer be an issue in the future, and that their perfor- 
mance characteristics will approach ideal levels (assump- 
tion A3). Assumption A4 is actually now realized with 
neural stimulation, but not with intramuscular stimulation 
techniques [ 171. 

Furthermore, 
A5) Metabolic concerns are neglected. 

The metabolic demands of artificially-stimulated muscu- 
lar contractions differ from those of voluntary contrac- 
tions. The reasons behind these differences in oxygen up- 
take, pulmonary ventilation, and heart rate are just 
beginning to be explored [ 1 11-[ 131. It is possible that the 
metabolic demands placed upon the body during electri- 
cally-stimulated walking may be too great unless the ef- 
ficiency of FNS exercise is improved. 

We further assume that: 
A6) Muscle spasticity is controllable. 

There are indications that FNS does not aggrevate spas- 
ticity, and may even help to reduce it [5], [3 11, [32]. Al- 
ternately, FNS can be used to block the undesirable action 
potentials causing the spastic contractions in the motor 
nerves themselves [33]. 

Finally, it is assumed that: 
A7) If the duty cycles and activation levels of the mus- 

cles can be reduced, fatigue will be lessened. 
A8) Muscle activations are assumed to be incremen- 

tally controllable in steps of 10% of maximum voluntary 
capacity (MVC). 
Assumption A8 was imposed so that we could use dy- 
namic programming to find an optimal muscle activation 
sequence (see below). In addition, electrode stimulation 
efficacy may change with time, especially over the life- 
time (years) of implantable FNS systems [5], [6], [14], 
[21]. Thus, item A7 was imposed because the ability to 
precisely modulate muscle force via artificial stimulation 
techniques may not be available for quite some time. It 
was further desired that muscle activation levels be con- 
strained to 50% or less, if possible, in accordance with 
item A7. This assumption is based upon experiments in 
which different muscles [34], or motor unit populations, 
if stimulated sequentially in order to reduce the active duty 
cycles, exhibit greater endurance [ 151, [351. 
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With these assumptions and since few muscles are de- 
sired to actuate walking, the specific goal of this study 
can now be stated. Specifically, the objective was tofind 
a minimal set of muscles that could generate approxi- 
mately normal gait trajectories without requiring either 
high levels of force or unduly precise control of muscle 
activation. 

B. Musculoskeletal Model 
Developing a suitable gait model involves many trade- 

offs. Complex models have the potential to more closely 
approximate the body, but they necessarily involve more 
computational resources and are more difficult to analyze 
than simpler models. We used a 3-D linkage, having 8” 
of freedom (DOF) to describe the segment orientations of 
seven rigid-body segments (feet, shanks, thighs, and 
trunk) that captures many of the determinants of gait [36]. 
Three segmental angles (ql  to q3)  specify the configura- 
tion of the stance (R-side) leg in the vertical sagittal plane, 
while angles ( q6 to q 8 )  define swing-leg ( h i d e )  segment 
orientations [Fig. l(a)]. Though the stance leg is con- 
strained to move in a sagittal plane, the swing leg and 
trunk can also move in the frontal-plane through pelvic 
list [angle q4, Fig. l(b)]. The stance leg was constrained 
to sagittal plane motion to limit the total number of DOF 
of the model, in order to reduce the computational time 
in running the dynamic programming algorithm [36]. Both 
q4 and the sagittal-plane angle of the trunk q5 are defined 
about the stance-side hip joint; all other joints are as- 
sumed to be revolute, with 1 DOF each. Inertial param- 
eters used to specify the musculoskeletal model are for a 
normal male (76 kg total mass) and are given in the Ap- 
pendix. 

Ligamentous constraints (and joint damping coeffi- 
cients) similar to those used by Audu and Davy [37], [3S] 
were used to limit the ranges of joint flexion and exten- 
sion. Some minor modifications to their parameter set 
were required because the reported constants sometimes 
defined excessively lax joints [36]. 

A key element of this model is that the stance leg al- 
ways remains the stance leg, and the swing leg always 
remains the swing leg. Only 48% of the normal gait cycle 
(from 14 to 62% of the gait cycle) was simulated in this 
analysis, as the stance-side metatarsal “joint” is assumed 
to be permanently hinged to the ground (Fig. 2). The mo- 
tion in one half of the gait cycle is assumed to be exactly 
mirrored by the motion observed in the other half, at least 
to first order. Therefore, information about 96% of the 
gait cycle can be obtained. The relatively short periods 
during which left-toe-off, and right-toe-off, occurred were 
neglected so that the controls could be updated at even 
gait-cycle intervals of 4 % .  

“Soft” ground-reaction constraints (see [39]) were ap- 
plied to the left (“swing”) leg during double support [36]. 
The constraints consisted of a vertical force acting at the 
heel, a horizontal friction force, and a torque to prevent 
the toes from moving below the ground surface (Fig. 3). 
Thus, the model could be used to study both the single- 

Fig. 1. (a) The 3-D, 8 DOF model, showing segment angle definitions. 
Two degrees of freedom are evident at the stance-side hip joint ( q4 and 
q s ) ;  the other joints are single DOF revolute joints. (b) Front view. Note 
that the-swing leg E-F-G remains in the plane perpendicular to basis 
vector d2 .  

% 

A 
rbht 
heel 

Fig. 2 .  The simulation period begins just after left-toe-off ( 14% of the gait 
cycle) and ends just before right-toe-off (62% ). Assuming bilateral 
symmetry, notice that 96% of the cycle is simulated. 

leg stance (SLS) and double-leg support (DLS) phases of 
the gait cycle. 

Fig. 4 depicts the Hill-type lumped-element muscle 
model used in series with our nonlinear tendon model to 
actuate the joints [24]. Activation dynamics was included 
for each muscle as a first-order response to a step function 
u ( t )  which represented the muscle “stimulus.” A time 
constant of T = 0.030 s [24] was utilized to approximately 
describe activation buildup and decay for each muscle. In 
accordance with assumption AS, U ( t )  could only be set 
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Fig. 3.  “Soft” constraints acting on the left leg during double support. A 
normal (vertical) force, generated by a damped spring ( k  = 1.5 x lo5 
N/m; b = 1000 N.s/m), is assumed to act at the heel, causing a friction 
force to develop as well (pm = 0.5) .  F is the vector sum of these two 
forces. An applied torque T is used, if needed, to keep the toes from 
violating ground surface constraints. 

1 extern& intermi 1 
Tendon 

Fig. 4. Hill-type model with tendon in series. Tendon elasticity results 
from the tendon external to the muscle, as well as from the aponeurosis 
of the muscle. Muscle is assumed to be pinnated, although the angle of 
pinnation (a) changes as the muscle fibers contract. The contractile ele- 
ment (CE) accounts for the force- , length- , velocity property of the 
muscle, which also depends on the amount of activation of the muscle. 
A series elasticity (SE) is included to model the short-range stiffness of 
muscle. The passive properties of muscle are assumed to be elastic (PE). 
The length of the muscle fibers is IM, and tendon length is I T .  See [24] 
for a review of this model. 

to an integer multiple of 10%. Musculotendon contraction 
dynamics was also included using the general relation de- 
scribed by Zajac et al. [40], [41], 

dFT 
- = f ( F T ,  lMT, uMT, a ( t ) ) ,  dt 

where FT is the instantaneous tendon force, lMT and uMT 
are the instantaneous length and velocity of the muscu- 
lotendon actuator, and a ( t )  is the muscle activation. Thus, 
muscle “stimulus” u(  t )  drives muscle activation a (  t )  
through a first-order process, and activation drives force 
FT( t ) through another first-order process. 

Origins, insertions, and pathways for the grouped mus- 
culotendon actuators were defined according to parame- 
ters measured by Brand et al .  [42] and principles ex- 

plained in Hoy et al. [43]. Moments were computed about 
the hip and ankle joints using standard vector subtraction 
methods, whereas a more sophisticated model of the knee 
joint was used to account for the mechanical influence of 
the patella during knee-joint extension [44]. The same 
model was utilized to define moment arms for the flexors 
of the knee. Slight adjustments to the musculotendon pa- 
rameters (tendon resting length, muscle cross section, and 
fiber-length) from those specified in Hoy et al .  [43] were 
necessary to produce approximately normal isometric joint 
moments for the range of joint motion expected during 
walking. No moments were assumed at the metatarsals 
since it has been reported that walking can be accom- 
plished without the toes [45]. 

C. Obtaining the Suboptimal Controls 
Muscular controls were obtained through a two-phased 

process involving: I) coarse optimization of the controls 
and 11) fine-tuning via trial-and-error. The first phase ap- 
plied the dynamic programming algorithm of Bellman 
[46], [47] to determine a minimal set of musculotendon 
actuators and the baseline sequence of muscle activations 
serving to drive the state along the desired trajectory. Both 
muscle activation dynamics and musculotendon contrac- 
tion dynamics were neglected during phase I in order to 
reduce computational time, although the force-length and 
force-velocity properties of muscle were included. Once 
a reasonable trajectory and muscle controls (activations, 
in this case) were found in phase I, muscle activation and 
muscle-tendon contraction dynamics were reintroduced 
during phase I1 to find muscle “stimuli” [ u ( t )  in this 
case]. 

Briefly (see [36] for details), the first phase proved to 
be difficult as it is a multiple-input, multiple-output 
(MIMO) optimal control problem with a high degree of 
dynamic coupling among the state elements. In contrast, 
in phase I1 the “stimulus” controls could be determined 
simply on a muscle-by-muscle (single-input, single-out- 
put, or SISO) basis because the muscle set and their ac- 
tivations had already been specified in phase I .  

Phase I-Dynamic Programming: Although used 
mostly for problems involving few DOF, dynamic pro- 
gramming proved to be a workable method of solving the 
MIMO coordination problem for several reasons. Signif- 
icantly, the algorithm computes a control solution that is 
dynamically optimized over the entire time interval in 
question, rather than being optimized quasistatically at 
unrelated, discrete instants of time. Another feature is that 
the dynamic equations of motion, i.e., 

M Q  = ?: + f + 6, (2) 
do not have to be linearized. In (2), which was derived 
using Kane’s method [48], M is the 8 x 8 mass matrix, 
Q = ( q , ,  * , q8)’ is the vector of segment angular 
accelerations, and ?, c, and 6 are the vectors of segmen- 
tal torques applied by the muscles, Coriolis and centripetal 
forces, and gravity, respectively. A disadvantage how- 

4 
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ever, with dynamic programming is that each of the con- 
tinuous variables describing the state of the system (i.e.,  
the q’s and q ’ s )  must be represented, for the purposes of 
comparing the controls, by discrete approximations. The 
(bounded) controls, too, require discretization, although 
in our case this was readily done since we assumed the 
muscle activation to be incrementally variable in steps of 
10%. 

The cost function used in the dynamic programming al- 
gorithm was initially a weighted sum of state deviations 
from the nominal trajectory and the sum of cubed muscle 
stresses, which seems to be physiologically related to 
muscle fatigue [49], 

( 3 )  
In the equation, x[ is one+of the 2n( = 16) elements com- 

of angular velocities and positions of the segments, f, and 
PCSA/ are the force and physiological cross-sectional area 
of muscle 1 ,  and m is the number of muscles considered. 
The desired, gait trajectory X/& was set to correspond to 
the nominal joint trajectories defined by Winter [50] and 
the foot trajectories reported by Inman et al .  [51] at a 
walking speed of 1.36 m/s. Multiplying each state devia- 
tion by different weighting factors (i.e., the wx, [’s [36]) 
was found to be necessary since the dynamic behavior of 
the model was more sensitive to errors in some states than 
others [36]. We later found no need to minimize fatigue, 
and hence the cubes of muscles stresses since muscle 
coactivations were unlikely for a minimal set of muscles 
employed to effect a step. The control weighting terms 
(i.e., the wu, ,’s) were accordingly set to zero for the ma- 
jority of the analysis. 

Since we had many degrees of freedom to control, the 
dynamic programming algorithm took an inordinately long 
time to optimize the controls. Because even slight mal- 
adjustments often resulted in disastrous “falls” in the 
simulated gait, a lengthy process was required to con- 
verge to a solution. This process involved: 1 )  selecting a 
set of m musculotendon actuators, 2) specifying “admis- 
sible” muscle control levels at specific intervals within 
the step, 3) determining the optimal activation sequences 
through dynamic programming, 4) dynamically simulat- 
ing the motions resulting from the controls, and 5) com- 
paring the segment trajectories, ground reaction forces, 
and stick-figure sequences to those of normal gait. Real- 
time, 3-D animations of reciprocal gait constructed from 
the simulated stepping movements on a computer-graph- 
ics workstation illuminated subtle errors easily, and later 
confirmed that the steady-state stepping motions exhibited 
near-normal characteristics. 

Steps 3 and 4 are the heart of the optimization process. 
First, the (discretized) dynamic programming control law 
was found for the predefined region of state space about 
the nominal (desired) state trajectory in a reverse-time 

prising the state vector X = ( i l l ,  - - 7 q89  ’ 41, ’ 9 q8)‘ 

process that began at the end of the simulation period 
(62% of the gait cycle ) and finished at the beginning of 
the simulation period ( 14% gait cycle). Then, beginning 
with an initial system configuration, the system equations 
[see (2)] were integrated forward in time using the pre- 
determined control law. Muscle activations were assumed 
to change instantaneously, and were updated 12 times 
within the step at regular “stage” intervals of 0.047 s, 
based on the current system state. 

For most muscles, the control algorithm chose between 
0% activation and one other user-specified level that could 
be selected from among nine choices (10, 20, * * , 
90% ). Although many muscles were suitably controlled 
by such “on-off ’ methods, the muscles of the stance leg, 
however, required better controls than could be afforded 
by “bang-bang” controls. Otherwise, the heavily-loaded 
stance leg would collapse before suitable adjustments 
could be made in the controls at the next stage. For these 
muscles, the optimization routine was given a choice be- 
tween two nonzero activation levels during SLS. Both the 
levels of activation for the m musculotendon groups, and 
the 16 weighting values of the cost function ( w x , [ )  had to 
be simultaneously well-adjusted before a step could be 
simulated successfully [36]. 

Phase II-Open-Loop “Stimulus” Adjustment: Acti- 
vation and the interaction of muscle and tendon primarily 
produce time lags in force generation [24]. Thus, the con- 
trols determined in Phase I could be used as a first guess 
for the “stimulus controls” in Phase 11, except they had 
to be shifted earlier in time to account for these lags. Only 
a few other adjustments in the controls were then needed, 
and these could easily be accomplished through trial-and- 
error by running the simulations open-loop. Once a mus- 
cle set and “stimulus” pattern were found that simulated 
normal walking, we then explored how sensitive normal 
gait was to the control variables. In general, gait was more 
sensitive to the changes in the muscle set and to “stimu- 
lus” on/off timing than to ‘‘stimulus’’ amplitudes. 

D. Interpreting Muscle Function 
The process of adjusting the muscle set and the admis- 

sible activation levels (Steps 1 and 2 of the dynamic pro- 
gramming opitimization process described above) was 
critically dependent upon accurately understanding the ef- 
fects of each muscle on the dynamic response of the sys- 
tem. Here, the mechanical actions of muscles were inter- 
preted by determining the segmental angular accelerations 
caused by each musculotendon component using a method 
suggested by Zajac and Gordon [25] (see also [51a]). 
Equation (2) is restructured to emphasize the dependence 
of the segmental accelerations upon the forces acting on 
the body, 

Q = + t; + G ) .  (4)  

The Coriolis, centripetal, and gravitational force terms are 
zeroed by setting the angular velocities and the gravita- 
tional acceleration (g  ) to zero, leaving the instantaneous 
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L thigh - 
trunk (sagittal) 

tector of segmental torques applied by the muscle set ?. 
T can be decomposed into a vector sum, 

I 

m 

? = c T,, 
i =  I ( 5 )  

where 6 is the vector of moments caused by a single mus- 
cle j .  Thus, the inverse mass matrix M - ’  works to trans- 
form TJ into a vector containing the contributions to seg- 
mental angular accelerations caused by muscle j .  

Since M is dependent upon the physical characteristics 
and the instantaneous configuration of the system, the 
transformation is state-dependent. e n d  because M - ’ is 
comprised of mostly nonzero terms, Qj will also be largely 
nonzero except by coincidence, implying that each indi- 
vidual muscle will act to accelerate every segment of the 
body. 

For example, the segmental angular accelerations due 
to the soleus muscle are shown in Fig. 5. As expected, 
the limb segments of the right ( R )  stance leg are accel- 
erated the most since the right-side plantarflexors are ac- 
tivated. Although small, the acclerations of the left-side 
( L )  leg segments are not negligible, and therefore should 
be considered in analyses of muscle function. We have 
computed these “muscle-induced accelerations” for every 
configuration the model attained during the simulation 
[36]. Although not shown here, they form the basis for 
our dynamic interpretations of muscle function. 

RESULTS 
Obtaining an acceptable step motion required a delicate 

balance of control parameters. In the course of obtaining 
a step through the trial-and-error process, many hurdles 
to gait restoration were identified and overcome. Since 
these hurdles will probably have to be overcome in the 
clinical laboratory as well, they are discussed below. 

A .  Critical Phases in the Simulated Gait Cycle 
Stabilizing the knee and ankle during early to mid-SLS 

(single-leg support, 14 to 50% of the gait cycle) was of 
utmost concern. If not controlled adequately, potentially 
disastrous falls resulted [Fig. 6(a)]. Stability was limited 
to a very narrow range of knee and ankle flexions, since 
the muscles were limited to relatively weak contractions. 
Even slight excesses of knee flexion or ankle dorsiflexion 
led to rapid, inevitable collapse since descending motions 
of the large heads-arm-trunk (HAT) mass were difficult to 
reverse. 

Attaining stability of the hip in the frontal plane was of 
almost equal difficulty during SLS. If sufficient abduction 
moments were not applied in early SLS, the HAT seg- 
ment would begin to list toward the swing leg under the 
action of gravity. In the model, recovery from falls to the 
side became improbable once the amount of list exceeded 
a few degrees. 

Once the stance leg and hip were stabilized, clearance 
of the toe and heel during swing became the next most 

ccw 3 
89 1 

Fig. 5 .  Interpreting muscle function. Specifically shown here are the seg- 
mental angular accelerations (counterclockwise positive) caused by the 
soleus during midstance (at 34% of the gait cycle). Note that soleus ac- 
celerates all the body segments. The R foot undergoes a CW angular 
acceleration because it is not rigidly constrained. Since the angular ac- 
celeration induced in each body segment is nonzero, the gait controller 
must account for this dynamic coupling. Accelerations of the trunk are 
small because the trunk has a relatively large mass. 

Fig. 6.  Stick-figure sequences o f  (a) stance leg collapse, (b) premature 
foot-ground contact during swing (tripping), ( c )  knee hyperextension in 
terminal swing leading to a long step, and (d) a near-normal step (bot- 
tom) obtained in spite of coarsely-controlled musculature. 

important goal. Foot clearance was difficult because of 
the frontal-plane orientation of the pelvis and the orien- 
tation of every leg segment directly affect the height of 
the swing-side ankle. Additionally, the orientation of the 
unloaded, relatively massless foot was hard to regulate 
during swing using coarsely discretized control. Too much 
dorsiflexion or plantarflexion often resulted in premature 
heel or toe strikes, which usually caused the simulated 
walker to trip and fall [Fig. 6(b)]. 

Step length also needed to be carefully controlled. If 
knee extension during swing was too forceful, the forward 
momentum of the shank could easily be transferred 
through the hyperextended knee to the thigh, resulting in 
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excess hip flexion during late SLS and a very long (in 
distance) step [Fig. 6(c)]. When the steps were large, it 
became difficult for the mass of the HAT to be transferred 
to the contralateral leg since the body center of mass nec- 
essarily descends more if the legs are outstretched. A large 
upward acceleration of the center of mass must be pro- 
vided through muscle action in late SLS and DLS to pro- 
pel the HAT over the supporting leg for the next step. If 
too short, the step appeared to mimic an unnaturally slow 
shuffle. The distance covered by the step therefore influ- 
enced the mechanical issues of gait, such as balance and 
weight transfer. 

As opposed to the distance spanned by the step, the 
duration of the SLS phase was also important. Although 
controlling step duration and step length are actually sep- 
arate problems, these two problems were found to be in- 
terrelated, as large steps were commonly associated with 
late heel strikes. 

In summary, maintaining stability of the stance leg and 
hip during SLS, establishing clearance of the foot during 
swing, and controlling the step length and duration proved 
to be the most difficult aspects of gait to obtain. The crit- 
ical stages observed during these simulations were thus 
between 14 and 30%, near 38%, and at 50% of the gait 
cycle, respectively. 

B. Muscle Actions 
Stabilizing the stance-side knee and ankle during SLS 

was a critically important task for soleus and vasti. Pre- 
venting collapse was accomplished through a balance of 
ankle plantarflexion and knee extension. With the foot flat 
on the floor, plantarflexor moments were essential to con- 
trol the rate of ankle rotation and thus the forward pro- 
gression of the shank. Doing so also acted to extend the 
knee, as evidenced by the CCW acceleration of the shank 
and the clockwise (CW) acceleration of the thigh due to 
soleus (Fig. 5 ) .  Both the knee extensors and the single- 
joint ankle plantarflexors, then, work synergistically to 
restore the leg from a flexed to an upright position. This 
is consistent with a report by Perry [52] stating that weak 
knee extensors can be compensated for by normal hip ex- 
tensor and calf muscles to achieve apparently normal gait. 

Not only did gastrocnemius provide significant assis- 
tance to soleus during SLS, but gastrocnemius was pri- 
marily responsible for heel-rise and knee flexion during 
DLS just prior to toe-off. Exciting iliopsoas during late 
stance and DLS, because of the hip flexor moment it pro- 
duces, assisted gastrocnemius in accelerating the knee into 
flexion in preparation for swing. Furthermore, iliopsoas 
stabilized the trunk in the sagittal plane by maintaining 
the forward momentum of the HAT. 

To provide frontal-plane stability to the hip, gluteus 
nzedlminimus of the stance leg was found to provide ad- 
equate abduction moments to counteract the adduction 
moment imposed by gravity. For the same reason, gluteus 
medlminimus of the swing leg also needed to be excited 
just prior to heel-touch. Although gluteus muximus of the 
swing leg could have provided the stabilizing hip extensor 

moments during swing, gluteus medlminimus of the swing 
leg was used instead as it had a sufficient moment of force 
in the sagittal plane and was sure to be utilized during the 
following SLS phase. 

To avoid striking the foot prematurely on the ground, 
sufficient foot-ground clearance had to be obtained near 
38% of the gait cycle. Accomplishing good clearance de- 
pended upon first establishing proper ankle height above 
the floor, and second controlling the orientation of the 
foot. Minimizing segment orientation errors in nearly all 
the segments at 38% was essential to obtain proper ankle 
height. Although errors could be tolerated elsewhere in 
the gait cycle as long as the model did not collapse, they 
had to be reduced significantly by the time the ankle 
neared the lowest point of its trajectory. This problem was 
avoided in the simulations by modifying the control al- 
gorithms so that the optimization concentrated heavily 
upon minimizing the error at 38 % . 

The difficulty in controlling the orientation of the foot 
during swing resulted from the relatively coarse nature of 
dorsiflexor control. Tibialis anterior and the other dorsi- 
flexors are capable of exerting large flexor moments about 
the ankle, because they are used to vertically position the 
body while standing [53] and should be used in FNS-as- 
sisted standing as well [30], [54], [ S I .  When the foot is 
raised off the floor, however, only minute moments are 
required to orient its small mass relative to the shank. 
Since the smallest nonzero activation level available in 
our discretized control scheme was lo%, which was too 
large to finely position the foot, applying any amount of 
dorsijexor activity in the swing leg quickly resulted in 
maximal flexion. While this allowed the anterior portion 
of the foot to clear the ground by a large margin, it made 
the heel touch prematurely. Adding an externally- 
mounted, ankle-foot orthosis (AFO) in the form of a 
damped, torsional spring that resists dorsiflexions past 5 O 

alleviated this problem. Though the spring was weak ( k  
= 1.0 N-m/deg)  it also aided muscle actions in the 
stance-leg by augmenting the plantarflexor moment when 
the ankle was dorsiflexed. 

After these difficulties were solved, the remaining prob- 
lems centered around achieving a good step length. Zliop- 
SOUS needed to be activated to achieve hip flexion since a 
freely-swinging ballistic motion was found inadequate. 
Although rectus femoris of the swing leg, if used, would 
have assisted iliopsoas in flexing the hip, rectus femoris 
was found unable to provide for the knee extension needed 
during swing. The reason is because its hipjexor moment 
not only flexes the hip, but also tends to flex the knee 
through dynamic coupling. This dynamic effect is strong 
enough to nullify the action of rectus femoris as a knee 
extensor. Low level activation of vasti was therefore re- 
quired to extend the knee during swing, although using 
vasti introduced the possibility of hyperextending the knee 
by applying excessively strong knee extensor moments. 
Since vasti is strong compared to iliopsoas, only 20% ac- 
tivation of vasti was found to cause the hip to accelerate 
toward extension, even in the presence of high (50%) ac- 
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tivation of iliopsoas. The resulting knee hyperextension 
was often abrupt, and represents a potential area of con- 
cern to the actual implementation of a FNS system. Using 
hamstrings to brake both the hip and knee during late 
swing helped to alleviate this problem, and further limited 
the duration of swing by preventing the foot from “hov- 
ering” over the ground in terminal swing. 

C. Joint and Segment Trajectories 
A stick-figure sequence for a good step is shown in Fig. 

6(d). This simulation was started from initial conditions 
corresponding to the nominal body kinematics at 14% of 
the gait cycle, although different initial conditions could 
be tolerated by the control algorithm. Though discrepan- 
cies from the normal range of joint motion exist (Fig. 7), 
a real-time animation of this walking movement on a 
computer-graphics workstation appears smooth and nearly 
normal. The ankle angle exhibits the greatest degree of 
variance, especially during late stance and DLS (40 to 
62%) when it is excessively dorsiflexed (arrow, Fig. 7). 
Although the plantarflexors are activated at near-maximal 
levels during this interval, heel-rise was difficult to initi- 
ate, which in turn exaggerated ankle dorsiflexion of this 
leg. 

Since eversion of the stance-side ankle and lateral trunk 
bending [Fig. 8(b)] were not included in the model, pelvic 
list could not be tolerated because the abductors would be 
overstressed [compare Fig. 8(a) and 8(b)]. To avoid this, 
the pelvis had to be maintained in a near-horizontal po- 
sition throughout the simulated step. 

D. Muscle Set and Activation Patterns 
As stated above, ten musculotendon groups were found 

necessary to produce a step. They are soleus, gastrocne- 
mius, vasti, gluteus med/minimus, iliopsoas of the stance 
leg to stablize the leg during SLS and to provide initiation 
of swing; iliopsoas, vasti, hamstrings, and the dorsijlex- 
ors of the swing leg to control step length and foot-ground 
clearance; and gluteus medlminimus of the left (“swing”) 
leg to provide stability during DLS (Fig. 9). Since gluteus 
med/minimus, iliopsoas, and vasti are used on both the 
stance and swing-leg sides, 14 muscle groups (and thus 
greater than 14 stimulation channels) would be required 
to actuate the model through a complete stride. It was 
found unnecessary to activate gluteus maximus since doing 
so (in an attempt to aid hip extension of the forward leg 
during DLS) tended to instead cause the trunk to fall 
backward. Of course, since the model exhibited only a 
small number of degrees-of-freedom compared to the real 
body, only a few muscle groups were needed to drive it 
along the desired state trajectory. It is felt that these do, 
however, represent the major components needed to 
maintain a steady-state stepping motion. 

The resulting pattern of muscle activations shows the 
characteristic first-order rise and decay of activation 
(shaded curves, Fig. 10) to step changes in the levels of 
muscle stimulation (dashed lines). Although no costs were 
levied against activations, we were able to keep the acti- 

K n e e  Angle (deg) 

@O-I 

0 50 100 
Percentage of Gait Cycle 

Fig. 7 .  Joint dngles during the simulated step (black line segments) com- 
pared to the range of joint angles found in normal gait (shaded areas) 
1501, 1511 The curves from 0-12% and 64-100% are computed from 
the trajectory of the swing leg Excessive ankle dorsiflexion is indicated 
by the arrow Gaps in the simulated Joint-angle curves appear because 
these galt-cycle epochs were not simulated 

t c, 
ankle 
eversion 

Fig. 8. (a) With a rigid (or rigidly-braced) trunk, pelvic list increases the 
gravity moment that must be counteracted by the abductors. (b) Lateral 
trunk bending reduces the gravity moment in normals, while ankle 
eversion allows the trunk mass to be located more nearly over the point 
of support. Notice that the moment arm r is less when lateral trunk bend- 
ing is allowed. 

vation levels in the vicinity of 50% or less, except for the 
ankle plantafiexors. During late stance and double-leg 
support (38 to 58% of the gait cycle), near-maximal ac- 
tivations were needed in gastrocnemius and soleus to ef- 
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Fig. 9 .  The ten musculotendon actuator groups used in the step simula- 
tion. Since gluteus medhinimus, iliopsoas, and vasti of both the stance 
and swing-leg sides need to be controlled, only 14 stimulation channels 
would be required to actuate the model through a complete stride. 

fect heel-rise and to generate adequate push-off forces. If 
constrained to activations of 50% or less, the stance-side 
ankle remained highly dorsiflexed throughout late SLS and 
DLS. 

A comparison of these activations to EMG records 
found during gait is shown in Fig. 1 1 .  The simulated ac- 
tivations compare favorably to the EMG records. Activity 
in glutemus med/minimus during early to midstance is 
predicted in the model, but this activity is sustained a bit 
too long. Activity of iliopsoas compares well except dur- 
ing midswing (76-96% of the gait cycle). Vasti is used 
much longer during stance in the simulations, and is also 
used during simulated swing to extend the knee in lieu of 
rectus femoris. Periods of gastrocnemius, soleus, and 
hamstrings activation appear to match the EMG record 
fairly closely. The dorsiflexors are activated less often 
than the recordings indicate. These comparisons indicate 
that the means of achieving FNS-assisted gait in this sim- 
ulation are similar to, but not identical with, the means 
actually employed by able-bodied humans. Since our goal 
was to find how to excite muscles to produce acceptable 
gait when a minimal set of muscle groups are employed, 
the activation patterns found would not be expected a 
priori to mimic the natural EMG patterns. That the sim- 
ulated patterns do, suggests that the CNS may also min- 
imize the number of muscle groups recruited during walk- 
ing. 

E. Muscle, Tendon, and Musculotendon Power 

Negative work, or work done on a musculotendon ac- 
tuator by the system, results when the muscle-tendon sys- 

tem lengthens even though force is present in the actuator. 
This work may be stored as elastic energy in the tendon 
or absorbed by the muscle, depending on whether the 
lengthening occurs mostly in the tendon or in the muscle 
fibers themselves. The tendons here are assumed to be 
ideal and conservative so that any energy stored elasti- 
cally is eventually released without loss. 

Although tendon is considered to be conservative, the 
areas enclosed by the curves of tendon power (shaded 
areas on Fig. 12) betray that the energy stored in most of 
the tendons is unequal to the energy later released. This 
unfortunately is due to the discontinuous nature of the step 
simulation. When the simulation is initiated at 14 % , the 
activations of some of the muscles are assumed to be non- 
zero, so that force is present and energy is already stored 
elastically. At 62%, the simulation is stopped before all 
the energy stored in a tendon can be released. For exam- 
ple, the tendon of stance-side gluteus med/minimus only 
releases energy, behaving as though it was stretched prior 
to initiating the step. Further examination of Fig. 12 re- 
veals that the tendon of swing-side gluteus medlminimus, 
in contrast, only stores energy. Since the simulated move- 
ments and muscle activations are assumed to be bilater- 
ally symmetric, the amount of energy stored just prior to 
stance by gluteus medlminimus is presumed to account for 
the amount expended just after SLS. 

Bilaterally-symmetric power curves need not be as- 
sumed in order to demonstrate conservative behavior in 
the tendons of the ankle plantarflexors and to some extent, 
in the tendons of the dorsiflexors. The amount of energy 
stored in the elastic tendons of gastrocnemius and soleus 
are shown to be nearly equal to the amount expended. The 
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Fig. 10. Controls U( t )  (dashed lines) and activations a (  t )  (shaded curves) 
for the ten musculotendon actuator groups during the simulated step. The 
plantarflexors soleus and gastrocnemius had to be highly excited during 
the push-off phase (38-54% of the gait cycle). The activation of other 
muscles could be kept at 50% or less (except for gluteus medhinimus 
of the stance leg, which had to be excited somewhat more). 

dorsijlexors tendon exhibits similar behavior, although the 
tendon is still producing power at the end of the simula- 
tion. Particularly large amounts of energy are stored in 
plantartlexors soleus and gastrocnemius during SLS ( 14- 
46 % of the gait cycle) and released during push-off. These 
musculotendons actuators demonstrate classic “stretch- 
shorten” behavior [60], [61]. Metabolic energy is con- 
served during stretch-shorten activity because some of the 
energy absorbed from the system is stored mechanically 
in the tendons during the initial eccentric phase, and is 
later expended during the second concentric phase. For 
instance, 78% of the peak power from soleus, and 73% 
of the peak power exerted by gastrocnemius during push- 
off is obtained from the tendon. This is not surprising in 
light of the large ratios of tendon to muscle lengths for 
muscles crossing the ankles [24] , [43]. 

It is also interesting to note that in mid-SLS (30-42% 

of the gait cycle), the tendons of soleus and gastrocne- 
mius absorb some of their energy (lengthen) from their 
muscle fibers, since their fibers expend energy (shorten) 
then. The same can be said for other muscles (for exam- 
ple, iliopsoas) at certain periods during the gait cycle. In 
the case of the plantartlexors, it appears that energy from 
their muscle fibers and structures external to the plantar- 
flexors is stored in the Achilles tendon at low rates over 
a period of time, and then released quickly during push- 
Off. 

Power curves for hamstrings show that energy is ab- 
sorbed by the muscle fibers to brake the swinging leg. 
Similarly, a large amount of energy is absorbed in the 
fibers of the dorsiJlexors to prevent the forefoot from slap- 
ping the ground abruptly during DLS. Presumably, much 
of this energy is dissipated by the f - U  characteristic of the 
muscle fibers. 



896 IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 37. NO. 9. SEPTEMBER 1990 

gluteus medius 
and minimus - 

1- 

0 

iliopsoas - 
0 

hamstrlngs - 
0 

aastromemhs 

100% 

0 

dorsi flexors 

0 w IW 

14% +-- simulatedstsp --b 62% 

Fig. 11. Comparison of muscle activation patterns found in this study with 
EMG patterns during gait. Assuming bilateral symmetry, results from 
both the stance and swing legs (Fig. 10) were combined to give the sirn- 
ulated activation pattern for an entire stride. The EMG record (black 
bars) was obtained by averaging results reported in the literature 1491, 
[56]-[59]. 

F. Joint Moments 

Total joint moments at the hip, knee, and ankle for the 
stance leg and swing leg, which represent the combined 
moments due to muscle forces, ligamentous joint con- 
straints, and the ankle-foot orthosis, indicate, not surpris- 
ingly, that the largest moments are required at the stance- 
leg joints (Fig. 13). We conclude that ankle plantarflexion 
should attain about 120 N m (to be used during push-of) 
before normal-speed walking is attempted by a 76 kg in- 
dividual. In addition, 60 N - m  of hip abductor moment 
will be required to stabilize the stance hip in the frontal 
plane. With strong plantarflexors, about 54 N * m  of knee 
extensor moment would be needed to stabilize the forward 
knee during DLS and the subsequent initiation of SLS. 

Ankle dorsiflexion should also be strong to counteract 
the tendency to slap the foot on the ground during the 
initial weight-bearing phase of DLS. About 20 N - m  was 
used here, although some pre-heel-strike dorsiflexor ac- 
tivity was prescribed between 46 and 50% to prevent foot- 
slap in the event of premature heel-strike. 

G. Ground Reaction Forces 

There is basic agreement between the simulated and ex- 
perimental ground reaction forces (Fig. 14). The simu- 
lated vertical force resembles the familiar double-peak, 
although the peaks are not pronounced. It also shows that 
weight is transferred from one leg to the other since the 
left-foot force (from 0- 12 % ) is roughly continuous with 
the right-foot force ( 14 to 62% ) at left-toe-off (about 
12 % ). The horizontal force also exhibits the correct qual- 
itative behavior in that decelerating forces are exerted by 
the ground through mid-stance, and accelerating forces 
are exerted from late-stance into DLS (40-60%). The 
forward component of force, however, begins late (at 
about 42% instead of 31-36%) and reaches only about 
one-half the magnitude that is recorded during normal 
gait. 

We suspect that these deficiencies are due to the rigid, 
flat-bottomed nature of the foot model. For example, when 
foot-flat is reached in the forward leg during DLS (at 
about 9% ) in the simulation, the vertical and horizontal 



YAMAGUCHI A N D  ZAIAC: NATURAL GAIT TO PARAPLEGICS VIA FNS 

0 

-0.8 - 

897 

-’ 
a 1 01 ..a 0.4 

1 

12 

0 

vast/ 

O M  - 
0 .  

U 

0 

14% 

lllopsoas 

vast1 
0 -  

- 1 )  - 
t 

hamstrings 
0 A- 

- a 4  

Fig. 12. Power expended (positive) and absorbed (negative) by the mus- 
cles (dashed lines), tendons (shaded curves), and musculotendon actua- 
tors (solid curves) during the simulated step. Negative power corre- 
sponds to the rate of energy absorbed by the musculotendon elements 
during periods of eccentric (lengthening) activity, and positive power to 
the rate of energy produced by the muscles and tendons during concentric 
(shortening) periods. The areas enclosed by the power curves and the 
time axis represent the energy absorbed (negative areas) or released (pos- 
tive areas) by eccentric lengthening and concentric shortening periods, 
respectively. Values are normalized by the mass of the model (76 kg).  

ground reactions immediately increase several times in 
magnitude. If the point of foot-ground contact were to 
move forward gradually instead of so abruptly, the ground 
reactions should increase more smoothly. The task of 
finely tuning the model, its physical parameters, and the 
control scheme is left for further studies. 

DISCUSSION 

Based on this study, it appears possible that FNS might 
someday enable paraplegics to walk. The prospect of 
walking at normal speeds is quite dubious, however, as 
the artificially-stimulated musculature must be quite 
strong (at least 50% of normal strength) in many of the 
muscles modeled here. In particular, the plantarflexors 
must be of near-normal strength to obtain heel-rise. Mo- 
ments of about 120 N.m are required during push-off, 

which exceed the expected moment-producing capacity of 
the reconditioned, paralyzed muscles by 50%. Other sin- 
gle-joint plantarflexor muscles might also be used to aug- 
ment gastrocnemius and soleus, although together they 
would provide only about 10 N - m. If gastrocnemius and 
soleus cannot be strengthened to levels approaching 80% 
of normal strength, perhaps an active device should be 
used to make up the 40 N - m deficit. Since an ankle-foot 
orthosis has already been shown here and by others [62] 
to be beneficial for stability, control, and safety, perhaps 
the powered device should take the form of a suitably de- 
signed, “power-assistive” ankle-foot, or knee-ankle-foot 
orthosis. Alternately, though less aesthetic, perhaps the 
additional push-off force can be applied to the ground by 
the upper body via canes or crutches. 

Modeling deficiencies may accentuate these plantar- 
flexor moment requirements somewhat, although proba- 
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Fig. 13. Total joint moments due to muscular activity, ligamentous con- 
straints, and the ankle AFO. The largest moments are generated at the 
ankle during push-off (38-54%), and by the hip abductors during SLS. 
A significant knee extension moment is also required in the forward leg 
during DLS (arrow). 

bly not by 40 N-m.  If the moments of the plantadexors 
about the toes had been included, the push-off force would 
have increased slightly. Also, an improved foot model 
with a curved plantar surface would have allowed the foot 
to rock forward during mid to late SLS [63], [MI, and 
thus the heel would have been able to rise more easily. 
Although a curved-foot model would have reduced or 
eliminated the excessive amount of ankle dorsiflexion 
during stance, it is doubtful that the plantadexion mo- 
ments during push-off would have been reduced by much. 
Based on measurements by Winter [50], a peak ankle mo- 
ment of 122 N - m  is expected during push-off for a 76 kg 
subject walking at normal cadence. We estimate that be- 
tween 72 and 89% of the normal maximum (voluntary) 
isometric plantarflexion capacity must be used to produce 
moments of these magnitudes, so the finding here that so- 
leus and gastrocnemius were activated to levels of 80- 
90% MVC is reasonable. 

Another factor casting doubt on the goal of unassisted 
paraplegic gait restoration concerns the nature of the con- 
trol itself. We have shown how dynamic coupling among 
the moving segments complicates the control task. In- 
deed, because of the highly-coupled nature of the linked- 
segment model, the dynamic programming method em- 
ployed here proved to be arduous, and would be imprac- 

tical as a means of implementing closed-loop control. No 
matter which method is ultimately chosen to control the 
limbs during gait, it would have to: 1 )  respond quickly to 
disturbances, 2) remain stable in the presence of time lags, 
and 3) take into account the intricate dynamic interrela- 
tionships among segments. The second requirement is es- 
pecially important, as lags between the arrival of the elec- 
trical stimuli and the development of substantial 
musculotendon force can exceed 50 ms, which is long 
considering that the step period is about 560 ms. How- 
ever, we found that updating the muscle activations (but 
without any time lags) at stage intervals of 47 ms was 
sufficient as long as a grossly-incorrect control pattern was 
not applied. On the other hand, if maladjusted controls 
were applied to the stance leg during SLS, a single stage 
interval was long enough to initiate a sequence of events 
leading to irrecoverable collapse. Fortunately, it appears 
from this anaylsis that control decisions need not be ex- 
act, since rather smooth and adequately-controlled mo- 
tions can result from rather crudely-modulated controls. 

We suspect this to be a consequence of the nonlinear 
force-velocity property of the musculotendon actuators 
themselves. Because active force development is veloc- 
ity-dependent, damping is an inherent property of the ac- 
tuator [24], [65]. While the presence of damping in the 
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Fig. 14. Simulated vertical and horizontal ground reaction forces com- 
pared to data measured during normal gait 1501. The simulated forces 
(black line segments) are pieced together using the forces exerted on the 
left foot as the forces during DLS, and the forces exerted on the right 
(stance-side) foot as the forces during SLS. The simulated ground reac- 
tion forces acting on the left foot were calculated from the forces and 
moment acting on the swing-side foot (Fig. 3). The simulated forces 
acting on the right foot were calculated from the force acting at the stance- 
side heel and the instantaneous acceleration of the body center of mass 
1361. Although the forces computed during the simulation resemble the 
normal gait data, the peaks are not as pronounced. Gaps in the simulated 
force curves appear because these gait-cycle epochs were not simulated. 
See text for discussion. 

muscle might appear, at first, to be disadvantageous since 
it reduces the tension that can be developed during short- 
ening contractions, damping works to simplify the task of 
controlling limb motion. In a sense, damping allows the 
muscle to regulate itself by: 1) exerting high moments to 
initiate accelerations of the segments, and 2) exerting low 
moments automatically once the segments begin to move 
and the fibers contract. Because the danger of losing con- 
trol of the body segments is lessened, a simpler control 
scheme can be implemented. 

Finally, the pattern of muscle activations needed to re- 
store gait were found to be somewhat sensitive to body 
physique (i.e., inertial parameters) and to ground-foot in- 
teractions (i.e., spring and damping coefficients). How- 
ever, we have not yet studied in detail the sensitivity of 
the controls (muscle activation pattern) to these parame- 
ters. Such studies could, for example, focus on finding 
the optimal shoe and ankle orthosis to exploit elastic stor- 
age in the foot-shoe-ground interface, or on the support 
surface inclination where gluteus maximus stimulation 
would become necessary (cf., “Results”). 

4 / ’Qz 
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Fig. 15. Definitions of segmental parameters and axes. 

CONCLUSION 

With regard to the feasiblity of restoring normal, up- 
right gait to paraplegics through FNS, the following con- 
clusions based on gait simulations are made: 

1) Reconditioned muscles of sufficient strength can en- 
able a near-normal, steady-state step to be achieved. Un- 
fortunately, the minimum levels of strength needed, spe- 
cifically in the ankle plantarflexors during push-off, far 
exceed strengths expected with FNS. Additional push-off 
forces might have to be obtained via actively-powered or- 
thotic devices, or from canes or crutches, to sustain level 
walking. Even a passive ankle-foot orthosis would be 
helpful since it would supply an additional plantarflexion 
moment during stance, and would simplify control of the 
unloaded foot during swing. 

2) Control of gait must be performed on a systemwide 
(i.e., global) basis as the body segments are dynamically 
coupled together. Gait quality is highly dependent upon 
appropriate selection of the musculotendon actuator set 
and the on-off patterns of stimulation. The simulated step 
was less sensitive to alterations in the activation levels 
during periods of stimulation. 

3) Every available muscle-tendon group does not need 
to be conditioned or stimulated to support undisturbed, 
level gait. The number of musculotendon groups needed 
depends upon the number of degrees of freedom allowed 
during the simulation or gait trial. 

4) Activation patterns obtained using the dynamic pro- 
gramming optimization method were in most cases, sim- 
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foot 

shank 

thigh 

trunk 

TABLE I 
SEGMENT DIMENSIONS A N D  INERTIAL PARAMETERS 

-___ ~ . .  ~ 

Segment Dimensions and Inertial Parameters 

lengths 
(m) 

tJl = 0.175 

c,, = 0.718 

t; = 0.100 

1,; = 0.0295 

lb = 0.435 

1; = 0.247 

f, = 0.410 

1: = 0.227 

1, = 0.172 

1; = 0.343 

mass principal moments 
of inertia (kg-m 

m, = 7.10 

z,; = 0.002 

za; = 0.009 

Za; = 0.008 

mb = 3.75 

m, = 7.58 

zb; = 0.019 

Zb; = 0.065 

I& = 0.065 

1,; = 0.080 

IC; = 0.126 

IC; = 0.126 

md = 57.22 

Id; = 0.764 

Id; = 3.407 

Z i  = 3.297 

ilar in timing to reported EMG records. Care must be ex- 
ercised if normal EMG patterns are used as a template for 
prescribing FNS stimulus patterns, however, since each 
active muscle acts to accelerate every body segment. 

APPENDIX 
Segment dimensions and axes of the 8 DOF model are 

defined in Fig. 15. A sagittal-plane view of the stance leg 
is shown in (a), while a side-view of the trunk and swing 
leg is depicted in (b). Note that the basis vectors of figures 
(a) and (b) differ because of pelvic list angle q4 (see Fig. 
1). Inertial body-segmental parameters are given in Table 
I. 
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