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As we move towards an increasingly global market economy, companies are forced

to focus on the production of high-value-adding components. Increase in customer

expectations in terms of cost and services has put industry under pressure to become

more agile and provide timely yet cost effective deliveries under highly dynamic

market and supply conditions. Just-in-time production methods have become popular

for reaching these goals, but this also exposes manufacturers to the reliability of their

suppliers and, in turn, increases the interdependency between manufacturers and their

suppliers.

This thesis is concerned with coordination aspects of supply chain

management and, in particular, explores lateral coordination across the supply chain.

We propose a new framework for supply chain coordination, including mechanisms

and policies that leverage finite capacity scheduling to provide more effective

coordination. These mechanisms are studied under a number of different supply

chain configurations, supplier-customer relationships, load conditions, and degrees of

uncertainty.

The proposed coordination framework is designed for decentralized systems

of self-interested and rational entities. It is based on agent technology, where several

software agents, each responsible for a particular supply chain entity (e.g., a shop or

an entire plant), cooperate and coordinate to maintain consistent schedules. Key

advantages of this approach are its assumption of decentralized control (i.e., each

supply chain entity, modeled as a software agent, is an autonomous entity), the

possibility of concurrent or asynchronous execution, the flexibility of control

mechanisms, and the ability to reconfigure and extend the supply chain model.

We have tested and compared the performance of our coordination policies

according to a number of indicators, such as profit (sales revenue minus costs),

leadtimes, customer satisfaction, and the ability to accurately forecast order

completion. Our empirical experiments indicate, with high levels of statistical

significance, that policies which synchronize finite capacity schedules across the

supply chain can reduce the number of tardy orders by up to 50 percent, cut

leadtimes by up to 30 percent, and provide a significant increase in profit over

traditional leadtime-based coordination approaches.
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A supply chain can be defined as a world-wide network of business entities, such as

suppliers, factories, warehouses, distribution centers, and retailers, through which

raw materials are acquired from suppliers, transformed, and delivered to customers.

Information and material flow between these autonomous or semi-autonomous sites,

all of which strive for profit maximization.

Today’s movement towards an increasingly global market economy is

constantly forcing companies to focus on the production of high-value-adding core

components. The increase in customer expectations in terms of cost, quality, and

services has put industry under pressure to become more agile and provide timely yet

cost effective deliveries under highly dynamic market and supply conditions. Just-in-

time (JIT) production methods have become popular for reaching these goals, but this

also exposes manufacturers to the reliability of their suppliers and, in turn, increases

the interdependency between manufacturers and their suppliers. A common criticism

of JIT philosophy has been that manufacturers use it as a means to transfer their own

inefficiencies to their suppliers (Hall 1983 p. 202; Helper 1991; Romero 1991).

Suppliers are forced to maintain large and costly buffers of finished goods inventory

in warehouses dedicated to the customer, a burden on suppliers that can put them out

of business. This view is contradictory to the basic JIT philosophy, which is to

expose the system to problems, search for the causes of problems, and correct them
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Figure 1: An example of a supply chain network. The network is split into tiers of business
entities, and information and material flow from tier to tier in both directions.
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at their source. True JIT practices require coordination across the entire supply chain.

It is thus often argued that it is necessary to establish partnership agreements which

make possible continuous improvement in those aspects critical for getting a

competitive edge, thereby enhancing the long-term competitiveness of each party

involved. The introduction of finite capacity scheduling has already been proven to

be of assistance in optimizing production within single plants, but at the same time it

reveals the inefficiencies in relations between different facilities. The competitive-

ness of a company is therefore increasingly tied to the dynamics of the supply chain.

The challenge then becomes how to identify and deal with these inefficiencies.

Supply chain management is a potential source of savings that cannot be

ignored. Logistics costs often account for more than 30 percent of total costs. The

following specific examples illustrate the magnitude of benefits that become possible

as a result of improved supply chain management practice:

•  Levi Strauss plans to deliver 95 percent of their orders on time as the result of a

major re-engineering of their supply chain based upon quick and accurate

response, partnerships with suppliers and retailers, and the redesign of distribution

(Knill 1994).

•  National Semiconductor has managed to reduce delivery time by 47 percent and

distribution cost by 2.5 percent, leading to increased sales of 34 percent, through

effective supply chain re-engineering (Henkoff 1994).

•  Extensive research sponsored by the Food Marketing Institute has demonstrated

that efficient consumer response can save close to $10 billion in operating costs

for grocery supply chains across United States industry (Narayanan 1994).

Efficient consumer response encompasses integrated electronic data interchange,

continuous replenishment, flow-through distribution, activity-based costing, and

computer assisted ordering.

•  Digital Equipment Corporation initiated a project in 1989 to create a global model

of their supply chain for analytical purposes. These studies led to a major

restructuring of Digital’s physical supply chain. Arntzen ������� �  (1995) estimates a

$1 billion reduction in cumulative costs, a $400 million reduction in asset costs,

and a 500 percent improvement in unit production (fewer people making more

products) due to these restructuring efforts.

Research in the field of supply chain management has provided valuable

insight into supply chain issues that has led to a significant change in current industry

practices. However, research on operational aspects of decision-making, including

supply chain coordination issues, has been of limited use in providing applicable
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mechanisms for the effective coordination of finite capacity schedules between

autonomous and self-interested supply chain partners.1 In that many of the proposed

solutions force the individual entities of the supply chain into a strict hierarchical

model of cooperative decision-making, they are inappropriate for distributed supply

chains. They ignore the fact that each organization in an inter-organizational supply

chain has its own set of objectives (e.g., meeting expectations from several supply

chains at the same time) and should be viewed as self-interested, or even as

antagonistic rather than cooperative in respect to other organizations in the chain. We

claim that inter-organizational supply chains may have objectives that are likely to

conflict with the “anarchic”  objectives of individual organizations, and hence that

mechanisms for centralized supply chain scheduling (e.g., by means of hierarchical

models) only apply for intra-organizational supply chains.

Ongoing developments in computer and information technology are

continually revolutionizing the world of business management. ����� ��� �¢¡�� £�¤���¥ ¦§¤�� ¥ ¡���¤�¨©«ª¬© � ��­ ©  (IOS) for the integration of companies into ®°¯¬± ®�²�³�®�³´®�²�± ®�µ«¶�µ · ¸ ®�¸  or ¹�º » ¼ ½�¾�¿À�Á ¼ À »«Â�» º Ã À Ã  have been proposed. Ä�Å Æ�Ç�È É Ê�Ë�Ì Ç9Í�Î�È ÎÏÌ Ë�È Æ�É Ç�Ð�Î�Ë�Ñ�Æ  (EDI) has become

popular due to its speed, reliability, and cost effectiveness, while Ò�Ó Ò�Ô�Õ Ö ×�Ø�Ù Ô
Ô�×�ÚnÚnÒ�Ö Ô�Ò  (EC) standards are evolving for communication between trading partners.

The expected benefits of information technology applied to supply chain

coordination are tremendous and have, for example, led to major investments in

information technology for automatic information retrieval and transfer in firms like

Kmart (Mandell 1991a), Caterpillar (Mandell 1991b), and Wal-Mart (Reid 1995).

Such systems bypass intervening manual steps by direct computer-to-computer

transfer and are expected to be one of the keys to reducing swings in requirements

and increasing the speed of delivery. An analysis of shipment data in the American

automobile industry (Srinivasan Û�Ü~Ý�Þ ß  1994) supports these expectations, concluding

that sharing of JIT schedules and establishing integrated EDI links are related to a

significant reduction in the level of shipment discrepancies, especially when the part

variety is high.

Research on intelligent software agents has offered new tools that are well

suited for dealing with distributed problem-solving and coordination between

autonomous sub-systems. These tools allow sub-systems to be represented as agents

that can coordinate their activities through message passing. Key advantages of this

approach when applied to a supply chain model are distributed autonomy, the

possibility of real-time, parallel and asynchronous execution, flexibility of the control

                                               
1 By à¢ázâ ã äæå ç�è áêé¢áêà°è áêë  we mean an entity who cares more about its own objectives than system-wide
objectives and, therefore, would never be willing to accept a lower utility just to increase the system’s
sum.
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mechanisms, and the ability to facilitate reconfigurations of and extensions to the

model.

The aim of this thesis is to propose a new framework for operational decision-

making within supply chain management. This framework utilizes mechanisms and

policies that leverage finite capacity scheduling to provide more effective

coordination across the supply chain. It emphasizes the distributed autonomy

between individual rational and self-interested supply chain entities. The proposed

lateral coordination policies therefore de-emphasize the overall optimization of

schedules and instead focus on a coordination of locally optimized schedules through

the exchange of temporal constraints.

One of the main objectives of academic research of the type carried out in this

dissertation is to propose and study concepts and ideas that may constitute practical

operational principles for future generations of systems. Hence, those familiar with

today’s practices may view our research as being based on certain radical and

unconventional assumptions. We by no means claim that the results obtained are

applicable to or embrace all manufacturing environments. Still, we hope that the

present study will convince readers from industry about the potential benefits of a

synchronized supply chain and motivate them to assess the situation within their

businesses to see whether this is a fruitful way to approach world class

manufacturing.

ìyízî|ï�ð�ñ�ñ�òyóõô�öy÷´øiöyù�ú�óiû�ü�ð�ú�û�öyù�ý

The main contributions of this dissertation can be summarized as follows:

•  We have proposed and evaluated coordination policies applicable to both intra-

and inter-organizational supply chains under different conditions. In contrast to

most research in the area, these policies do not assume hierarchical authority

structures for decision-making and thus appear especially powerful for

coordinating schedules among autonomous and self-interested supply chain

partners.

•  We have obtained experimental results for a make-to-order environment that

demonstrate the benefits of a synchronized supply chain over traditional customer-

supplier relations. Our results indicate that a synchronized supply chain is superior

in forecasting the completion date for bids and in-process orders. These forecasts

are used for decision support during bid negotiation, such as by only allowing

those bids that are expected to be profitable to be submitted, or by proposing

alternate and more realistic delivery dates for the bids. Synchronized coordination
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through just-in-time exchange of detailed schedule information also helps the

supply chain participants prioritize more effectively. Altogether, this results in

improved due-date performance, which again can be reflected in the overall profit

to share between the supply chain participants.

•  The experimental results also illustrate the benefit of using a finite capacity

scheduling system as a decision support tool during the bid-preparation process.

Finite capacity scheduling makes it possible to obtain qualified leadtime estimates

based on the current load and capacity constraints of a factory. These estimates

can then be used to derive prospective and realistic delivery dates for potential

orders.

•  While the traditional perspective of supply chain management views customer-

supplier relationships in terms of both parties competing for profit margins, the

coordinated supply chain is based on a relationship in terms of partnership-in-

profit creation. The research in this dissertation provides additional insight into

aspects of operational supply chain management that highlights the benefits of the

partnership-in-profit perspective. An antagonistic and competitive attitude towards

supply chain partners will not only be destructive for the overall supply chain, but

may also be disadvantageous for the entity itself.

•  Our model considers the execution of optimized finite capacity schedules in the

analysis of supply chains. If analytical work in the supply chain literature

considers finite capacity at all, it relies on local priority rules (queuing type

models) at individual work centers. It is therefore of restricted interest for supply

chains where production entities run their operations upon the basis of more

sophisticated scheduling techniques.

•  The dominant view of supply chain coordinated scheduling tends to assume that

scheduling can be performed as an off-line process where the goal is to achieve

schedules that are globally consistent. We claim that this approach will not work

in practical settings, and introduce the alternative idea of schedule revision as a

continuous and dynamic process across the supply chain. Local schedules are

periodically and asynchronously updated to take the most updated information

received from other supply chain entities into account. A fresh schedule does not

necessarily need to be consistent in respect to all information received from

outside supply chain partners. However, recurrent schedule updates will tend to

minimize the severity of inconsistencies.
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The remainder of this dissertation is divided into six chapters. Chapter 2 begins with

an overview of different approaches to finite capacity scheduling and a discussion of

challenges that need to be faced in order to enable effective use of finite capacity

scheduling systems in practical settings. Thereafter, the chapter presents the Micro-

Boss system for factory scheduling — the system used within our experiments.

Chapter 3 introduces supply chain management in general and emphasizes aspects of

supply chain management that relate to our experiments. Chapter 4 presents a

decision support framework for supply chain management with an emphasis on

mechanisms for operational lateral coordination. Chapter 5 proposes a number of

supply chain coordination policies, each addressing when, what, and with whom to

communicate between supply chain participants under different assumptions. The

coordination policies are evaluated empirically in Chapter 6. This chapter first

introduces the supply chain coordination experiments with a description of the

assumptions made, how the experiments have been carried out in our testbed, and

how the experimental results have been collected and evaluated. It then presents the

experimental results obtained. The discussion begins with an evaluation of the

experiments on the basis of a simple model of the supply chain and its environment.

These experiments enable us to isolate and highlight aspects of conceptual interest.

The model is then gradually enhanced towards more realistic assumptions and supply

chain configurations. Chapter 7 concludes this dissertation with a final set of

remarks.
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Within the field of production management, production planning and control

comprise the activities necessary to carry out production. Solberg (1989) identifies

three paradigms for production planning and control:

•  The ����� �  !� "$#�� � ��%&��#�'(#�)�� *�  is based on the realization that the overall

performance of a manufacturing system is the result of individual decisions, and

that decision-makers are +-,�.0/�1�2 3�2 4 ,�5�3�6 6 786 4 .!4 2 9-: . Optimized production schedules

are therefore created up front as a guideline for the decision-making process.

•  The ;�<�= <?>�@(A�B-C-D(D(E F�G?>�<�@(<�;�E G�H  focuses on data management issues and the

development of computer-based methods to organize and manipulate vast amounts

of data. The multitude of today’s MRP systems (Fox 1984) originated from this

paradigm.

•  The I-J�K�L M(J�NPO�Q�M(Q�R�S T�U  focuses on control aspects (by means of cybernetics theory)

to obtain a stable production system in the presence of disturbances, such as the

use of Kanban cards (Ohno 1988; Japan Management Association 1986).

The objective of this chapter is to introduce the reader to production

scheduling within the optimization paradigm, often referred to as VXW Y�W Z []\-^�_�^�\-W Z `a \-b�[-c�d�e W Y�f . Finite capacity scheduling is a means of choosing a course of actions

before performing it. It provides guidance in achieving global coherence in the

process of local decision-making, such as how to use a limited set of shared resources

to effectively meet global objectives or how to effectively react when unexpected

events force changes. In practice, scheduling problems arising in manufacturing

systems are discrete, distributed, dynamic, and stochastic, and turn out to be of a

combinatorial nature. Simple algorithms for finite capacity scheduling are therefore

not available with the exception of certain strictly defined and simplified situations

(French 1982; Baker 1992).

The chapter is organized into three parts. The first part will present a general

survey of state of the art approaches to finite capacity scheduling. Given the primary

objective of the chapter and the multitude of approaches that have been reported, the

discussion of each individual approach is kept to a minimum. The second part

comprises a discussion of challenges that must be met before finite capacity

scheduling can be effectively applied in real world manufacturing environments. The
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third part is dedicated to the Micro-Boss scheduling system, which is a core element

of the supply chain coordination experiments presented in later chapters.

g�h�i�j�k	l�m	n�o�p�q�r�sut�m	k	l�r�q�v�o�m	w

Over the past few decades, a large number of efforts have sought to investigate finite

capacity scheduling. Such surveys of state of the art techniques within finite capacity

scheduling can be found in Smith 1992; Blazewicz x-y{z�| }  1993; Suresh and

Chaudhuri 1993; Dorn and Froeschl 1993; Szelke and Kerr 1994; Zweben and Fox

1994. We will now briefly and systematically review these different approaches,

beginning with classical operations research (OR) approaches and afterwards

reviewing various artificial intelligence (AI) approaches and systems.

Early OR work focused on finding optimal solutions according to single

objective functions (e.g., minimization of makespan). One approach was to

categorize scheduling problems into strictly defined classes of problems (e.g., single-

machine sequencing or two-machine flow-shop to minimize total flow-time) where

simple algorithms are applicable (Johnson 1954; Baker 1992). A more general

approach was to use a ~!� ���-��� ��� �-���-�	� � ���-���
���(�����(��~!~!� ���  formulation of the problem

(Pritsker �-����� �  1969). The formulation comprises a collection of variables, constraints

on their possible values, and an objective function to be either minimized or

maximized in the process of assigning values to the variables. The objective function

may encode a single scheduling objective, or it may attempt to satisfy a collection of

multiple objectives (e.g., minimization of both order tardiness and amount of

changeover activity required). Among the optimizing solution methods we also find���(�����-���������������������
, �-���� !�-¡(¢�£ ¤ ¥�� , and ¦�§�¨�©�ª!« ¬�­�®(¯�°�®(©�ª!ª!« ¨�° . A general survey of

branch-and-bound techniques is provided in Lawler and Wood (1966), a comparison

of different enumeration approaches can be found in Patterson (1984), and an early

dynamic programming approach for sequencing problems is described in Held and

Karp (1962). These methods are also well covered in French (1982) and Baker

(1992).

The high complexity of a large portion of real world scheduling problems

makes it practically impossible to find optimal solutions. We maintain that the

optimal solution is ±-²�³0´�µ�¶ ·�¶ ¸ ²�¹�·�º º »¼¸ ¹�¶ ½(·�±-¶ ·�¾�º ¿ . This realization led to a shift of

effort within OR towards the development of methods able to produce À�Á-Â�Ã(Ä�Å�Æ�Ç È É!Â�Ê
solutions with significantly less computational expense than the optimizing methods.

The most common method in this regard involves the use of Ë�Ì-Í�Î(Ï Ð(Ñ Ï Ò�Ð(Ò-Ë�Ì-Ó�Í�Ô Ï Õ�Ö
Î(Í�Ô Ì-Ð(×  These rules specify what decision to make in a particular situation by rating

alternatives based on local and myopic considerations, for example, by scheduling
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activities with the least available amount of slack before activities with more slack. A

survey of heuristic scheduling rules is presented in Panwalkar and Iskander (1977).

An attempt to identify appropriate scheduling heuristics for different classes of

scheduling problems is given in Kurtulus and Davis (1982). Boctor (1990) groups

multiple scheduling heuristics together in an attempt to increase the chance of

producing near-optimal schedules. More recent developments in scheduling

heuristics are presented in Morton and Pentico (1993).

A different OR approach for the creation of near-optimal solutions is

presented by Della Croce Ø-ÙÛÚ�Ü Ý  (1993). They consider a cellular manufacturing

system where the overall scheduling problem is decomposed into Þ!ß�à�á�â ã-ä  (e.g.,

corresponding to a shop, cell or machine depending on the level of resolution

considered) and apply a åçæ�è�é(æ�ê�è�ë æ�êìé(í-î æ�ï�æ�ð ë ñ�êìð í-ò-ó�ê�ë ô�õ�í  to coordinate the schedules

between the modules. Local due dates and release times within a module are defined

by start and completion times of lots in neighboring modules in the material flow.

The optimization of each sub problem is performed independently, and temporal

constraint violations are communicated to a higher layer control module, which in

turn returns Lagrangian multipliers obtained by solving the dual problem recursively.

To prevent oscillation in the solution, quadratic penalty costs associated with

violation of temporal constraints are introduced into the Lagrangian function. This

approach has certain advantages for supply chain coordination in its ability to support

distributed systems. These aspects will be further addressed in Chapter 3.

The approach of OPT (Optimized Production Technology) (Jacobs 1984; Fox

1987) takes a ö�÷�ø ø ù ú-û�ú-ü-ý-þ�ü-ú-û�ø ú-ÿ(ú��  approach to scheduling. The OPT philosophy

emphasizes the need to distinguish between bottleneck and non-bottleneck resources.

A module of the OPT system called SERVE produces an initial infinite capacity

schedule by working backwards from the job due dates. This schedule helps detect

the bottleneck resources. The OPT module will then generate a forward finite

capacity schedule that optimizes the utilization of these bottlenecks. The resulting

bottleneck schedule is passed back to the SERVE module, which schedules the non-

bottleneck activities while trying to minimize inventory. The OPT system represents

one of the first successful scheduling approaches. However, the most common

criticisms of OPT lie in its reliance on static bottlenecks, the proprietary

(unpublished) nature of the scheduling algorithm, and the lack of support for

interactive schedule editing.

AI approaches to scheduling can be distinguished from OR approaches by

their focus on representing the diversity of characteristics and constraints found in

practical problems. In certain cases, these efforts have provided frameworks for

making traditional OR-based techniques usable in practical settings. In other cases,
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novel techniques have been provided that offer new opportunities within finite

capacity scheduling. These efforts can be characterized along the following

dimensions:

•  Decision-making level — whether the system is aimed at strategic, tactical or

operational decision-making, or at the integration of decision-making levels into a

hierarchical model.

•  Application domain — the manufacturing environment at which the system is

aimed, such as job-shop, flow-shop, flexible manufacturing systems, or distributed

manufacturing systems.

•  Real time support — the degree to which the system is able to represent and

respond to real-time changes. Some systems take a purely �������	� 
�� � ���  scheduling

orientation, where the focus is on producing a schedule that solves a static

problem description. Other systems take uncertainty into account 
����	�	��� � ����� �  and

focus on producing robust schedules, that is, schedules that are resilient enough to

absorb sources of uncertainty without being invalidated. Systems with a �����	��� � ���
scheduling orientation are able to dynamically revise the predictive schedule in

reaction to changes. The degree of real time support is thus related to the ability to

capture and represent feedback from the shop-floor and to the speed with which a

revised solution can be proposed as changes are introduced.

•  Scheduling strategy — that is, job-based, resource-based, activity-based, or

opportunistic decomposition of the search space.2

•  AI approach — that is, interactive or mixed initiative scheduling, rule-based

scheduling, simulation-based scheduling, constraint-based scheduling, fuzzy

scheduling, iterative scheduling, case-based scheduling, planning and scheduling,

distributed scheduling, or hybrids of these approaches.2

Early interactive systems were simply designed as a visualization tool to help

the user in manually creating and modifying schedules. The transformation of human

knowledge into a computer-understandable format was, in the early years of

knowledge-based scheduling, identified as a bottleneck in the design of systems

(Feigenbaum 1977). However, interactive systems allow the human scheduler to be

an integral part of the scheduling process and they early on found their way into real

applications. As the size of the scheduling problem grows, the burden on the user to

create and verify the schedule increases significantly, and may easily overwhelm

him/her (Fox and Smith 1984). Interactive systems have later been enhanced to work

in conjunction with computerized methods to build initial schedules and to measure

                                               
2 These expressions will be defined later in this section.
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the effect of manual changes with respect to schedule validity and quality (Elleby �� 
!	" #  1989; Meng and Sullivan 1991). At the user interface level, research has

advocated the concept of “electronic leitstand” (Adelsberger and Kanet 1991;

Haavardtun and Kjenstad 1995; Haavardtun 1995), a production control “command

center”  that combines graphical displays with constraint checking and scheduling

capabilities to provide a variety of editable views of the current production schedule

and shop-floor status.

Rule-based approaches to scheduling have been pursued in so-called expert

systems (Bensana $�%'&	( )  1986; Kerr and Ebsary 1988). The objective under this

approach has been to mimic the decision-making of a human expert. The knowledge

is collected and stored as “ if-then”  rules in a *�+	,	-/. 0�1	2	043	5	6�0 . An 7 8:9<;�=�;�8	>�;4;�8	?	7 8	;
controls the process of incrementally selecting and applying rules from the

knowledge base, normally in a forward-chaining (constructive) manner towards a

satisfactory result. Expert systems have been successful in solving problems where

the number of possibilities at each step is fairly small. This is not the case in finite

capacity scheduling, where rule-based approaches can easily result in sub optimal

solutions.3

Another knowledge-based approach to scheduling has been explored by

discrete event simulation (Jain @�ACB	D E  1989; Wyman 1991; Drake and Smith 1996;

Kunnathur F�GIH	J K  1996). In this approach, a schedule is created by simulating the

execution of an appropriate dispatch heuristic, or, in conjunction with a rule-based

approach, for selecting appropriate activities for execution. A component that makes

this approach differ from the heuristic method of OR is the use of powerful modeling

and knowledge-representation techniques to allow complex scheduling constraints

and opportunities to be modeled, such as alternative process plans and product mix

constraints. Another advantage of simulation lies in the ability to account for real

world events of a probabilistic nature and thus produce robust proactive schedules.

On the other hand, a disadvantage lies in its inability to make an infeasible schedule

feasible without re-generating a completely new schedule. Simulation-based

scheduling is therefore of limited usefulness in dynamic environments where

schedule continuity is desired.

A good schedule is typically a schedule that is able to meet or balance a range

of conflicting objectives and preferences. The perspective of scheduling as a

constraint-driven process has therefore lately become more and more dominant.

Constraint-based approaches include a constraint management component in addition

to the search component. The constraint manager is responsible for the deduction of a

                                               
3 This argument was presented in the discussion regarding interactive systems. A system that mimics a
human scheduler does not necessarily produce good schedules.
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tight upper bound description of feasible values for each of the variables in the

problem. Instead of relying purely on a generate-and-test approach, a constraint-

based approach may allow for a guided least commitment style of scheduling, that is,

the generation of solutions that retain degrees of freedom where constraints allow. It

also makes possible the early detection of inconsistencies. Special conflict resolution

techniques, for example, chronological backtracking (Sadeh L�MIN	O P  1995), dynamic

backtracking (Ginsberg 1993), and reactive local repair heuristics (Ow Q�R�S	T U  1988a),

have been developed to handle such situations.

The ISIS system (Fox 1983; Fox and Smith 1984) represents the first generic

constraint-based system for scheduling. It emphasizes a broad view of constraints

that recognizes the conflicting and negotiable nature of many requirements and

objectives, and focuses on the representation and use of knowledge about constraints

to support effective conflict resolution and relaxation. This system implements a

four-phase hierarchical scheduling approach: (1) select the job with the highest

priority from the set of jobs; (2) generate time bounds for each of the alternative

resources on which the activities of the job may be performed; (3) search for the most

promising plan among the set of candidate process plans; and (4) determine

reservation times for each activity of the job. The four phases are repeated until all

jobs are scheduled. The third phase applies a beam search to rank and prune the set

of candidate plans. It sequentially allocates resources to activities by either extending

forward from the first activity or backward from the last. When conflicts are

detected, the relevant constraints are identified and relaxed, and the process plan

involved in the conflict is corrected. Unfortunately, ISIS’s reliance on a single job-

centered scheduling perspective has a disadvantage in that decisions are made that

cannot anticipate later unscheduled jobs. The ability to deal with inter-job concerns

such as resource conflicts or sequence-dependent setups is therefore limited. The

major contribution of this work is in the area of constraint formulation and the use of

constraints to narrow the search space. Despite the above limitations, systems based

on job-centered techniques, for example, JOBCODE, have made their way into

operational use (Hastings and Yeh 1990).

The OPIS system (Smith 1989) represents a major step forward in the

development of knowledge-based scheduling systems by identifying and

demonstrating the utility of viewing scheduling from VXW	Y Z [ \�Y ]^\�]�_�`a\�]�b�Z [ c�]�` . The

consultation of a resource-based perspective in addition to the job-based perspective

of ISIS has proven useful in providing an informed view of the overall problem. The

opportunistic nature of the scheduling approach used by OPIS derives from its ability

to shift the focus of attention between the various scheduling perspectives. At the

start of each scheduling cycle, OPIS performs a capacity analysis based on the
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updated demand for resources. If there is a sufficient level of contention for any

particular resource, a resource-based scheduling strategy is invoked to satisfy all

outstanding requests for that resource. Otherwise, the job-based strategy of ISIS is

invoked. The job-based scheduler completely finishes the schedule for a job, either

forward or backward from previous resource-based scheduling decisions. The

resource-based scheduler completely finishes the schedule for a resource class. OPIS

introduced several novel techniques for constraint-based scheduling. The first,

opportunistic problem decomposition into multiple perspectives, has already been

described. OPIS also introduced techniques for real-time support, such as reactive

scheduling through schedule repair. Finally, OPIS was designed using a blackboard

architecture (Erman d�e�f	g h  1980) that emphasizes the modular integration of analysis

and scheduling methods and a rich underlying structure for modeling manufacturing

environments.

While systems like ISIS and OPIS include full implementations of the

constraint manager, other systems rely on programming languages or libraries based

on generalized constraint propagation techniques (Colmerauer 1990; Dincbas i�jlk	m n
1988; Jaffar o�prq	s t  1990; Le Pape 1994). The advantage of this approach is that the

system designer can focus on modeling the appropriate constraints of the problem

and simply select the appropriate strategy to solve the problem. One disadvantage of

this approach is that generalized techniques often sacrifice performance since they

make it difficult to use domain specific knowledge in their implementation. Another

disadvantage is that the system designer has limited control over the capabilities of

the constraint manager and is restricted to what the generalized techniques can offer.

Work on constraint propagation techniques for scheduling can be found in Rit

(1986), Dechter u�vrw	x y  (1991), Le Pape (1991), Le Provost and Wallace (1992), and

Nuijten (1994). Basic constraint satisfaction search techniques are limiting in one

important aspect of scheduling, namely, problems are more often than not over-

constrained (e.g., all due-dates cannot be met). The problem then becomes how to

relax constraints in order to obtain a good compromise. One general approach to this

is through the work of constraint hierarchies (Borning z�{}|	~ �  1992), where the

importance of various constraints can be expressed and constraints may selectively

be relaxed according to predefined priorities. However, the author is not familiar

with any scheduling system based on Borning’s constraint hierarchy approach.

It can be argued against most predictive scheduling techniques that they take

the data in the model for granted and have no mechanism to represent the uncertainty

or fuzziness that the data really includes. Significant computational effort may be

wasted in creating crisp assignments of activities that are likely to be invalidated by

shop-floor contingencies. For example, the farther into the future we look, the less
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effort we should spend on dealing with minor details. This perspective has led to

approaches in scheduling that explicitly factor uncertainty into the generated

schedule. By using a fuzzy-set approach to scheduling, temporal constraints, activity

duration, resource capacity, etc., may be represented as sets of fuzzy numbers

(ranges) with associated levels of confidence as to membership in the set. Kerr and

Walker (1989) present the FSS system, where fuzzy constraint management

techniques are combined with a rule-based approach and a resource perspective to

scheduling in which fuzzy constraints must have a minimum threshold degree of

satisfaction. Bensana �����	� �  (1988) utilize fuzzy sets in the OPAL system as the basis

for a weighted voting scheme in which advice for alternative decisions is

accumulated from different rules. Other approaches are reported in Dorn �����	� �
(1994), Muscettola and Smith (1987), and Chiang and Fox (1990). One advantage of

fuzzy scheduling lies in its ability to focus and limit the computational effort to

significant scheduling decisions. However, a disadvantage lies in the increased

computational expense of fuzzy constraint propagation compared with its

deterministic counterpart.

Iterative and repair-based scheduling techniques represent a wide range of

techniques that, instead of navigating in the search space of partial schedules,

navigate across a set of complete (but possibly inconsistent) schedules using a

neighborhood search technique. The search may terminate either when an acceptable

schedule is found, when a predefined amount of search is completed, or by user

interruption. Iterative techniques have an advantage over constructive techniques in

that they can easily be implemented as single, general purpose techniques applicable

to both predictive- and reactive scheduling. Many of these techniques produce highly

optimal solutions if enough time is provided. Among the techniques that have proven

efficient for scheduling are simulated annealing (van Laarhoven �����	� �  1992;

Nakakuki and Sadeh 1994), genetic algorithms (Mattfeld 1995; Soares 1994;

Syswerda and Cerys 1990) and taboo search (Glover and Laguna 1993; Taillard

1994; Nowicki and Smutnicki 1996). A comparative study of iterative techniques is

reported by Dorn (1995). Most iterative techniques rely on extensive navigation

across the search space. However, taboo search appears particularly appealing since it

can be implemented without a random component. The search is then able to escape

from local optima by memorizing visited states. The challenges for large-scale

problems lie in providing fast and memory-efficient ways to remember a sufficient

number of visited states to avoid looping back into already visited, sub-optimal areas

of the search space and in identifying effective �	��� �	�	�	�	�/���������	� �	���  to move from one

state to the next.
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Ow �� �¡	¢ £  (1988b) take a more deliberate approach, relying less on extensive

navigation/search and more on conflict analysis of current solution constraints and

coarser search-based repair actions. Another approach to iterative scheduling is taken

in CABINS (Miyashita 1994; Miyashita and Sycara 1994). CABINS utilizes case-

based reasoning (Kolodner ¤�¥§¦	¨ ©  1985) for the acquisition and reuse of scheduling

preferences and selection of iterative repair actions. A ª�«	¬�­I®	«	¬�­  containing examples

that collectively capture performance tradeoffs under diverse problem solving

circumstances is used (1) to map the current problem solving state to an appropriate

action in the search procedure, (2) evaluate intermediate repair results, and (3)

recover from revision failures. Various cases are recorded into the case base either in

a user-directed mode, where the user selects a repair tactic and evaluates its result, or

in an automated mode, where CABINS suggests and evaluates a repair tactic but

allows the user to override the suggestions. CABINS works within the space of

complete and consistent schedules (anytime-executable schedules). Constraint

propagation techniques are utilized to propagate the ripple effects of a repair action to

the rest of the schedule, which are then reflected in the evaluation metrics of the

schedule. Advantages of this approach resides in its ability to achieve situation-

sensitive efficient search and improve schedules on the basis of tradeoffs between

schedule objectives that are impossible to consolidate realistically in the form of

simple objective functions. This approach also represents a natural decision support

enhancement for interactive systems. More recently, Miyashita has developed

CAMPS, a distributed version of the CABINS system (Miyashita 1998).

Most scheduling approaches rely on totally or partially pre-determined

process plans. Some production environments provide the flexibility to manufacture

a part in several different ways with respect to resource sequencing and assignments.

The inherent constraints of a single pre-compiled process plan may then prohibit the

system from producing good schedules. The planning and scheduling activity should

therefore be integrated in these environments. Research on integrating AI generative

planning techniques with scheduling is reported in Shaw (1988), Wilkins (1989),

Muscettola and Smith (1990), and Laborie and Ghallab (1995). Work on integrating

resource allocation concerns into the plan selection process is described by Shaw

(1988) and by Sadeh ̄�°²±	³ ´  (1998) in respect to the IP3S (Integrated Process Planning

and Production Scheduling) system. IP3S advocates planning and scheduling as a

mixed initiative process in which the user can interactively select courses of actions

and analyze tradeoffs between alternatives. IP3S is a µ	¶ ·	¸�¹�µ	º	·	»�¼	½¾µ	·	¿�À�¼  system

(Erman Á�Â²Ã	Ä Å  1980), where the planning system and the scheduling system operate as

separate Æ�Ç	È	É/Ê Ë�Ì	Í	ËÏÎ�È	Ð	Ñ�Ò�Ë�Î . The state of the solution is at any time summarized in

the form of a set of Ó	Ô	Õ�Ö�×�Ø	Ù Ú�Ö�ÛÝÜ ×�×�Ó	Ö�× . An unresolved issue is an indication that a
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particular aspect of the solution is incomplete, inconsistent, or unsatisfactory.

Problem solving in IP3S progresses through cycles during which one or more

unresolved issues are selected for resolution, a corresponding method of resolution

chosen, and the method executed by invoking the appropriate knowledge source.

Separate knowledge sources for analysis and diagnosis help with such considerations

as the identification of sources of inefficiency in the current solution, and they

determine how the solution can most efficiently be improved, for example, whether

to generate an alternative process plan for a given part or reschedule activities on a

critical resource.

The emergence of Distributed AI (DAI) introduced a new approach to

scheduling whereby the problem to be solved is distributed between a set of agents

that interact in the decision-making effort. This original stream of DAI research, in

which agents collectively cooperate in the process of achieving the system’s overall

objectives, is known as cooperative problem solving (CPS). System architectures

based on CPS allow the total system to be decomposed into agents by structural

elements (e.g., corresponding to organizational units) instead of the functional

decomposition (e.g., perception, learning, planning, inference engine) that is

dominant in traditional AI. This decomposition facilitates parallel and asynchronous

execution and interaction of the goal-directed activity.

The BOSS system for distributed scheduling (Smith and Hynynen 1987;

Hynynen 1988) utilizes a hierarchical coordination framework to decentralize the

OPIS scheduling approach. Vertical coordination allows constraints to be passed

between different layers of abstraction of time and capacity constraints. Lateral

coordination enables cooperative management of detailed schedules. A similar

approach is taken in the DAS scheduling system (Burke and Prosser 1994). The

scheduling problem is distributed among agents in a three-level hierarchical

framework corresponding to strategic, tactical, and operational decision-making. The

agent at the strategic level is responsible for deciding Þ/ß	à	á  to produce. Work is

delegated to agents at the tactical level that select â/ã	ä�å�ä  (what resource) to produce

the order. Agents at the operational level select æ/ç	è�é  to schedule the activities on the

given resources. Communication is limited to the passing of messages up and down

in the hierarchy, and backtrack search is applied up and down the hierarchy whenever

dead ends are reached. An advantage of both BOSS and DAS is the ability to

distribute decision-making according to the organizational structure of companies.

A different CPS approach is taken in CORA/COFCAST (Liu 1996). Liu’s

approach builds on ideas from the CORTES project (Sycara ê�ëíì	î ï  1991; Muscettola
ð�ñlò	ó ô  1994) in order to distribute the overall problem among simple, reactive, and

homogenous agents, that is, each resource and each order is assigned to an agent.
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CORA utilizes a coordination mechanism called Constraint Partition & Coordinated

Reaction (CP&CR) to solve constraint satisfaction problems, where local schedule

repair is applied in an iterative process until a feasible solution is found. For

constraint optimization problems (e.g., relaxable due-dates), a mechanism called

Anchor & Ascend is applied for the iterative improvement of a schedule. It first

focuses on local optimization for a pre-selected bottleneck resource (the anchor

agent), and expands this to construct a global feasible solution using CP&CR.

COFCAST emphasizes computational efficiency and utilizes dispatch scheduling as

the skeleton procedure of the coordination scheme. This procedure is enhanced with

a õ�ö	ö	÷�ø	ù ú	û	ü ý�øÿþ<ö	÷�ý�õ�û���ü  mechanism to improve the dispatch decisions and reducing

the myopia of standard dispatch scheduling.

In this section we have surveyed the state of the art techniques for scheduling

that have emerged from the OR and AI communities. Recently, a new focus of

scheduling has emerged in which the view of scheduling is broadened to comprise

complete ��������� 	�

����� ���  or �
� ��� �������
��� �
������� ���
� . One challenge for these approaches is

how to achieve the effective coordination of autonomous, and often self-interested,

entities within the overall system. These challenges will be further discussed later in

this dissertation.

� �!�#"%$'&($')�*,+.- /(- +.$')�021�+.3(*.4(5(6'$'&(78- &(49)�3(*,:.*.- 6<;>= :.6'4

For many years, the number of finite capacity scheduling approaches that found their

way into practical industrial applications was restricted due to a gap between what

research could offer and what industry needed. This incompatibility was due to

limited abilities both within the scheduling systems and in the infrastructure of

companies to adapt to the new technologies. Only companies that could afford

spending large amounts of money on developing systems tailored for internal use

managed to successfully implement finite capacity scheduling in their environment.

However, the market for general scheduling applications now seems to be growing at

an ever faster rate. Rapid technological advances in computing offer opportunities to

present factory models for finite capacity scheduling in more detail than in the past.

Early scheduling systems were forced to model resources, activities, and products in

a very simplified manner due to limitations in available memory and computational

speed. These computational limitations are now virtually gone, and today’s

scheduling systems can benefit from computers with soaring performance.

However, a long maturity process must take place before a company is ready

to benefit from the use of finite capacity scheduling. The creation of realistic

schedules requires access to correct and updated data concerning the activities to be
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scheduled and the constraints that the schedule must obey. A prerequisite for the

effective use of finite capacity scheduling is thus the presence of an ? @�A
B
@�C D�E�FHG
D�@�C E�D�IJ F J C B
K  and a L�M�N�O�P QSR N�N�T<U T�V�W
X
Y Z�[HL�\]L�U ^
_  in that these systems ensure quick access to

updated information.4 An indirect benefit of having these systems in house and

operational before the introduction of finite capacity scheduling is also the possibility

of establishing an accurate performance baseline with which to compare performance

improvement.

The next challenge is to create a model that captures essential characteristics

of the manufacturing environment in a format that the scheduling system can

understand. The essential characteristics for a scheduling system are those attributes

that limit the performance of the manufacturing system. These may include:

•  Production management constraints that limit the time windows within which

certain activities can take place, such as the availability of raw material and other

resources or technological limitations in the sequence within which activities can

take place.

•  Resource characteristics, including capacity limitations for essential resources

(such as machines, tools, labor) by means of resource calendars and mode of

operation (unary capacity, batch capacity, multiple capacity, setup requirements,

etc.).

It is also essential to investigate opportunities that the manufacturing environment

possesses, such as:

•  Freedom to execute activities in alternative sequences.

•  Opportunity to execute activities using alternative resources, such as through the

organization of resources into pools of identical or similar sub resources.

•  Opportunity to overlap activities due to reduced transfer batch sizes between

workcenters.

•  Opportunity to assign resources to only parts of an activity’s duration (e.g., labor

requirements for running a semi-automatic machine).

•  Freedom to negotiate constraints whenever necessary, such as by policies for the

use of overtime and opportunities for negotiating delivery dates with suppliers and

customers.

                                               
4 Shop-floor tracking systems are today often referred to as MES (Manufacturing Execution Systems).
MES are information systems that reside on the plant floor, between the planning system in offices and
the direct industrial controls at the process itself.
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Once the specification of the model is completed, a scheduling system may be

selected that is capable of representing the essential characteristics and able to adapt

or reconfigure itself to changes in the manufacturing system environment as they are

introduced. Last, but not least, the selected system should be able to produce highly

optimal schedules for the given environment within a reasonable amount of time.

` a!b#ced(f,gih'j.k.l m�nel o�opo�j.d(f.q(r(s'h't(u8owvxo�y�f.z

Micro-Boss is a finite capacity scheduling system developed at Carnegie Mellon

University (Sadeh 1994). It employs a search procedure called {}| ~
����������������� ����| ��� | ~
���
����~
�  (described in Section 2.3.1) to constructively build high quality just-in-time

schedules. Experimental results reported in Sadeh (1994) indicate that Micro-Boss

outperforms several other scheduling techniques proposed in the OR and AI

literature, including the variety of dispatch rules and coarser granularity (macro-

opportunistic) search techniques. Comparison with neighborhood search techniques

such as simulated annealing has also shown that Micro-Boss can generate

particularly high quality solutions in very little time.

Micro-Boss was initially developed for generalized just-in-time job-shop

scheduling problems (Sadeh 1991). Later research by Norman Sadeh and the author

has focused on further generalizing the modeling framework to allow for the

representation of properties found in a wide range of real-world production

environments (described in Section 2.3.2). This work has resulted in a recent

reimplementation of Micro-Boss. This new version has also been designed to better

support flexible, accurate, and competitive supply chain coordination. Thanks to

these modeling considerations, the fast implementation of a testbed for evaluating the

proposed coordination policies described in later chapters of this dissertation has

been made possible.

��� ��� ���.���<��� �
�
�������������
������� ����� �<���
 ��
�
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Micro-opportunistic search is based on ideas similar to the bottleneck-centered

scheduling approach of OPT in that bottleneck decisions should drive other

decisions.5 The traditional bottleneck-centered procedure basically involves three

steps: (1) identifying the bottleneck resources, (2) scheduling the bottleneck

resources, and (3) scheduling the remaining activities. However, in many situations

this way of problem decomposition is far from optimal. Every scheduling decision

                                               
5 One of OPT’s scheduling ideas is that once the sequence of activities on the bottleneck resource(s) is
given, then the remaining schedule will be easy to complete (see page 9 for details).
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made during the construction of a schedule will change the conditions for the

remaining, unscheduled part of the problem. The micro-opportunistic search

procedure is motivated by this dynamic nature of bottlenecks. Each time one or a

small set of activities has been scheduled, a new analysis is carried out to determine

the most severe bottlenecks. The result of this analysis is then used to determine

which scheduling decision to focus on next. This is repeated until a goal state is

reached where the whole problem is solved. By keeping the granularity of the search

as fine as possible (at the ¢}£ ¤
¥�¦ -level), the focus of attention can §�¨�¨�§�©�ª «�¬�­ ®�ª ­ ¯
°�± ± ²  be

shifted from one part of the problem space to another as the location and severity of

remaining bottlenecks evolves during the construction/revision of a schedule. The

steps of the procedure are as follows:

1. Initialize the problem.

2. Apply ³
´�µ�¶�· ¸�¹�º µ�· »!¹�¼�¼�¹�¸�½
µ�·]³
´�¶�·
¼�¸�´�¼�¹�¾�¹�· º ´�µ .
3. If a current state is a complete and feasible solution, then exit. Otherwise, if a

conflict is found, then apply a ¿
À�ÁÃÂSÄ Å ¿
ÆÈÇ�É
Ê�À�Ä Ë�Æ Å À�ÁÌÆ É
¿
Í�Á�Å Î�Ë�É  to resolve the conflict

and return to step 2.

4. Apply Ï
Ð�Ñ�Ò Ð�Ó�Ô Õ<Ö�Ñ�×�Õ
Ñ�Ò Ø�Ù  to identify the next activity to reserve.

5. Apply Ú
Û�Ü Ý�Þ<ß�à�á�Þ
à�â ã�ä  to identify when and where to reserve the activity.

6. Reserve the activity and return to step 2.

We will now discuss each of these steps in further detail:

Problem initialization

The initialization step involves loading the description of the model and the activities

to schedule, and the initialization of values used by the procedure.

Constraint/apparent cost propagation

This step includes incrementally calculating lower and upper bounds for the time

when each of the activities can be reserved with respect to the constraints involved in

the problem and the scheduling decisions previously taken. A conflict is identified if

constraint propagation results in an activity’s temporal lower bound being greater

than its upper bound, or if a resource is over-allocated within a time interval. This

step also involves the determination of å æ�ç
è�éëê å ì}ç
í  and î�ï�ï�î�ð�ñ
ò�óëô
õ�ö�ó ö . If we consider

all possible and feasible times between the lower and upper bound where the activity

can be reserved, the ideal time is the time that by local (job-centered) considerations

meets the objective function best.6 Selection of the ideal time does not consider

                                               
6 It is actually a heuristic approximation, as described in Sadeh (1991).
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whether or not reserving the activity at its ideal time will have an undesirable effect

for the remaining part of the scheduling problem. For each activity, the ÷�ø�ø�÷�ù�ú
û�üý ÷�ù�þ�ÿ û�÷�� ÿ û��
ú
û�ü ��ù�������	�ü  and the 
����

�����������
������ ��
���� 
������ ���������������  are maintained.

Activities scheduled before their ideal times incur penalties as determined by their

apparent marginal inventory costs, while activities scheduled past their ideal time

incur penalties as determined by their apparent marginal tardiness costs. These

apparent costs are updated as activities are scheduled.

Conflict resolution

A conflict represents a dead-end in the search tree of the problem. By retracting the

most recent decision (undoing the reservation of the last activity reserved), the

conflict will be resolved and other branches in the tree may be explored.7 Backtrack

search is NP complete, even though average case complexity reported in Sadeh

(1991) was polynomial across a broad range of problems. To guarantee rapid

convergence in all possible situations, new conflict resolution mechanisms have more

recently been implemented. For example, the box in Figure 2 labeled “Conflict

resolution”  illustrates a ������ "!�������# ����$ %  technique to resolve a precedence constraint

                                               
7 The conflict resolution technique initially used in Micro-Boss was &('*)"+�,-+-. +�/10 &(2�.43�2-&(5�6 )72-&(5�0 ,�/  (Sadeh
1991).

Figure 2: Outline of the micro-opportunistic search procedure.
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violation (the arrow from the finish of the second drilling activity to the start of the

second cutting activity) by right-shifting the downstream conflicting activity.

Variable ordering

Variable ordering involves determining the resource that has the most severe peak of8�9�:�;�<�8�=�9>=�;�?�@ 9�?�@ A ;�?  as well as the activity that contributes the most to this peak. This

activity is referred to as the B�C�D E D B�F�G�F�B�E D H�D E I . Resource contention is the result of

several activities competing for the same resource around the same time. The

determination of resource contention takes a probabilistic approach. If we were able

to schedule every activity at its ideal time, we would obtain an optimal solution. This

is often not possible due to competition from other activities. The goal is therefore to

reserve every activity as close as possible to its ideal time. We assume a probability

density function for where the activity will eventually be reserved. This function is

distributed between the lower and upper bound of the start, with the ideal time as the

most probable value, and biased by the apparent marginal inventory cost and

apparent marginal tardiness cost. From this probability density function and the

resource availability we can derive a J�K�L�M�N�JPO
Q�RTSVU W K  for each activity. The demand

profiles are then aggregated on every resource into X�Y�Z�[�\�X�]�Y^]�[�_�` Y�_�` a [�_cb
X�[TdVa e Y�Z .
These resource contention profiles allow us to search for the most severe peak of

demand. Finally, the critical activity is found as the activity that contributes the most

to this peak.

Value ordering

Value ordering takes a resource-centered approach to select the time when the critical

activity should be reserved. The time selected is the one that minimizes the cost

incurred by the job for the critical activity and by other competing jobs. This is

equivalent to solving a single-machine or parallel-machine early/tardy problem in

which activities scheduled before their ideal times incur earliness penalties and

activities scheduled past their ideal times incur lateness penalties. The single-

machine early/tardy problem is an NP-complete problem in itself. Micro-Boss

therefore relies on several variations of parametric release heuristics and dispatch-

based heuristics to generate a number of single- or parallel-machine schedules. Value

ordering returns the reservation time for the critical activity from the schedule with

the lowest sum of earliness and lateness penalties.
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Activity reservation

The final step is to reserve the critical activity. Activities are reserved by updating the

state of the corresponding resource intervals.8 The scheduled time and the resource

intervals with a state change (e.g., change in available capacities) become sources of

subsequent (incremental) constraint propagation.

We have now presented the fundamental search procedure of Micro-Boss.

While one of the main strengths of micro-opportunistic scheduling is its ability to

quickly produce high quality solutions, the basic procedure has been refined over the

years and made even more efficient through the introduction of a number of speedup

mechanisms (e.g., rough demand profiles (Sadeh 1994)). The current version of

Micro-Boss is able to build high quality schedules for problems involving tens of

thousands of activities in a matter of minutes (e.g., in the case of a Raytheon machine

shop where Micro-Boss was deployed in the summer of 1997, 35,000 activity

schedules required about 10 minutes to be generated on a 166 MHz SUN Ultra

SPARC 1 with 152 Mb of RAM). More details on the Micro-Boss search procedure

and experimental results of the effectiveness of the procedure can be found in Sadeh

(1991, 1994).

f�g h�g fjilknm�oqp r�s�t�u"vlt�w�wyxzt�{nm�| p }n~P��s���xzm���t�s��

The Micro-Boss modeling framework is designed to overcome the challenges

discussed in Section 2.2. The target of the design is a system allowing the most

common attributes that are important for the creation and representation of valid and

high quality schedules. Since there is always a tradeoff between generality,

complexity, and performance, the core system is designed on the basis of a general

scheduling ����� ��� �����  whereby the assumptions made about the problem at hand are

kept to a minimum. A set of low-level modeling primitives is developed for the

purpose of allowing higher level scheduling elements (e.g., complex activities under

idiosyncratic constraints) to be declared (without recompilation) based on different

combinations of the low-level primitives. Complexity is controlled through a

modular, object-oriented design, and performance is maintained by allowing generic

(and therefore in some cases slow) methods to be overloaded to account for meta-

level knowledge about the problem domain.

We will now present some of the aspects of the framework in more detail.

First, we will define the high-level ontology used in our scheduling framework. We

will then explain how activities, temporal constraints, and resources are modeled.

                                               
8 What we mean by the “state of a resource interval”  will be explained in Section 2.3.2.3.
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Finally, we will provide an example of how a given environment can be modeled.

Aspects of the modeling framework that relates to supply chain coordination will be

presented in Chapter 4.

��� ��� ��� �j�n���n���n�n� � �n�P���n�"��� �����

The foundation for the scheduling framework is a scheduling ontology that specifies

at a high level what exists in a scheduling model. An ontology specifies a common� ������  ¡�¢�£ ¢�¤�¥
 that may be transferable across various scheduling domains (and

between individual scheduling agents). The abstract entities of the Micro-Boss

ontology are:

•  ¦l§�¨�© ª�«¬©  — the set of assumptions defining a scheduling problem and a complete

or partial solution to the problem.

•  ­¯®�°�±�²�³�´�®  — an entity whose capacity can be allocated to various activities.

•  µ¯¶�·�¸�¹�º�º¼»
½ ¾�¿  — a description of how to manufacture a particular product,

including the steps to be performed, their sequence, the various resources to be

involved, and the standards for setup and run. A process plan is therefore a

template for the creation of a job.

•  À¯Á�Â�Ã�Ä�Å�Æ  — a commodity or service that can be manufactured/assembled/delivered

through the coordinated use of a set of resources according to one or more

available process plans.

•  Ç�È�É�Ê�Ë�Ì  — a need for a particular product, including quantity, due-date, and

priority.

•  Í-Î Ï�Ð  — any unique manufactured or purchased part, material, intermediate

subassembly, or product.

•  Ñ�Ò�Ó�Ô�Ò  — an order (or production order) is created to meet one or more demands

for a particular product (e.g., from a customer order). It comprises a collection of

jobs to meet each of these demands.

•  Õ¬Ö�×  — a collection of activities connected by temporal constraints for the purpose

of satisfying a demand.

•  Ø>Ù�Ú Û Ü�Û Ú Ý  — each step of a process plan becomes an activity of the real job. An

activity requires the availability of a particular resource or set of resources to be

performed. It can also be thought of as a placeholder for a set of constraints or as

synchronization points for the utilization of one or more resources.

•  Þ¯ß�à�ß�á�â�ã�ä å æ�ç  — the allocation of a resource to an activity over one or more time

intervals.

•  èlé�ê�ë�ì í�î�ï ê�ì  — a condition that must be met for the schedule to be valid.
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Using this terminology, scheduling can be defined as:

The process of feasibly synchronizing the use ofð�ñ�ò�ó�ô�ð�õ�ñ�ò  by ö�÷�ø ù ú�ù ø ù û�ü  to satisfy ý�þ�ÿ�����ý��  over time.

��� ��� ��� �	��
���
�� � ����������� ��� ��� 
�����������
������������ �����

The framework provides activities at two levels of abstraction, which we will call the �!�" # $�# " %'& (�$�(�&  and the )�*�+�,�- .�/�0 +�-21 3�4�3�1  (see Figure 3). The activity level corresponds to

the traditional view, where each activity includes an identifier and information about

its predecessors and successors. The constraint level gives a more detailed

representation of activities, representing them as collections of low-level modeling

primitives. These modeling primitives are grouped into 5�6�7�8�9  and :�;�<�=�> ?�@�A <�> = . Nodes

represent temporal events and store the values necessary for performing constraint-

directed scheduling (including lower bound, upper bound, and scheduled time). Each

constraint connects two or more nodes. Together nodes and constraints build a

network where temporal information can flow and be stored.

Nodes are divided into sub classes of BDC EGF�H  and IDJ�K�K  nodes. Fixed nodes

establish anchor points (or reference points) in the network. Free nodes are nodes that

allow values to be updated, such as to restore consistency with the constraints. They

also keep track of L�M�N�N�O�P�Q R SUTDO�V�W�X Y�R O[Z�V�R M�O�W  by means of constraint propagation.

Each constraint is a channel for information flow between nodes. Thus,

within this network, scheduling becomes the process of assigning and maintaining

values in all free nodes so that the resulting schedule satisfies the constraints.

Constraints are divided into relaxable and hard constraints. A relaxable constraint,

for example, the amount of time a job finishes past its due date, can be thought of as

measuring the \�] ^�_ `�a�b�c  between the nodes it connects. It does not participate in the

Figure 3: Two levels of abstraction for representing activities and temporal constraints. At the
activity level we can see an example of three activities in an assembly-type process plan.
The constraint level provides a more detailed view of the activities as nodes (gray circled)
and constraints (phases as thick arrows and temporal constraints as thin arrows).
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constraint propagation process, but might (dynamically) update some information

needed to evaluate the schedule and guide the scheduling process. The hard

constraints direct the search during scheduling. They are divided into two sub

classes. The first and most obvious is the class of d e�fhgUi�j�k�lnm�i�o�p�d j�k�q o�d p , which

includes the r�s t�s r�u�r�v�w�xzyU{�|�{�} s ~�t�v���~�t�w�} |�{�s t�} , the �����G� �����������z�U������� � ��������������� ����� ��� ,
and the ��� ��� �������������G� �����������z�U������� � ��������������� ����� ��� .9 Together they enable the

representation of any temporal relation of Allen’s interval algebra (Allen 1984). The

second is the class of �U���� �¡�  .10 A phase is a constraint that spans a period of an

activity’s duration, and that requires the availability of one or more resources to be

satisfied. A given activity may include more than one phase. The framework includes

a small but easily extendible library of different types of such phases. These are:

•  ¢�£�¤�¥�¦�¢�§�£�¨�©�¢�ª «�£�¬�¨�©�¦�¢�­�® ª ¥�¬�¨ ¯U°�­�¤�£  — the duration is determined by the quantity to

be processed and the efficiency of the resource (e.g., sequential processing of a

number of identical items).

•  ±�²�³�´�µ ¶ µ ²�³�·�¸ ¹�´�º�»�·�¶ µ ²�³�¹ ¼U½�·�¾�¿  — the duration is determined by the state and

efficiency of the resource (e.g., sequence dependent setups, tool replacement).

•  À�Á Â�Á À�Ã�À�Ä�À�Å�ÆGÁ À�Ã�À�Ä�Ç�Ã�È�Å�É Á Ê�Â�Ä ËUÌ�Å�Í�Î  — the duration is bounded by a lower and

upper threshold (e.g., cooling, heat treatment, mixing).

Furthermore, all phases include a flag determining whether or not the execution of

the phase can be split across periods of downtime. A multitude of variations of

activities can be modeled as combinations of these primitives as long as the

following properties are satisfied:

•  The set of resources required should not change within the phase.

•  The condition for determining the duration of the phase must be unambiguous, for

example, whether the phase is conditional or unconditional, whether the phase is

splittable or not, or whether the duration is resource-driven or not.

                                               
9 All these constraints may be obtained from the minimum-separation-constraint alone. The maximum-
separation-constraint is a minimum-separation-constraint in reversed direction and the minimum-
maximum-separation-constraint is a conjunction of a minimum-separation-constraint and a maximum-
separation-constraint. However, they are distinguished both for efficiency reasons and to be more
intuitive.
10 To our best knowledge, this low-level representation of activities into phases has previously only
been reported in planning systems, for example, O-Plan (Tate and Drabble 1995).
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Figure 4: Phased activities for modeling transfer batches. A batch of 100 items is split into 4
transfer batches (i.e., phases), the first three each have 30 items and the last 10 items.
Resource 2 is twice as fast as resource 1, but includes downtime. The activities are
preemptive. Downtime is shown as black areas and temporal constraints (due to transfer of
material) are shown as arrows. In this specific case it is the 3rd temporal constraint that
constrains the maximum amount of temporal overlap.

A situation that often occurs in industry is the use of Ï Ð�Ñ�Ò�Ó ÔDÕ�Ð�Ö�Ñ�Ï ×�Ø�Õ�Ó . In

batch-producing environments, it might be undesirable to wait until an entire batch is

completed on a resource before the downstream resource can start working on the

batch. Time can be saved if the activities can overlap in time. This can be achieved

by introducing transfer batches of smaller size than the full batch. In situations where

activities are preemptive (i.e., can be interrupted by downtime) and resources are

subject to different shift patterns, it might be impossible to predetermine which of the

transfer batches will be the most constraining so that start-to-start constraints with a

pre-calculated fixed lag to account for this situation can be applied. We can instead

model each activity as a sequence of phases, where each phase represents a transfer

batch. The flow of material can then be synchronized by introducing a minimum-

separation-constraint from the finish of the supplying phase to the start of the

consuming phase. An example is shown in Figure 4.

Ù�Ú Û�Ú Ù�Ú Û	Ü�Ý�Þ�ß�à á â�ã�ä�ß�å�Ý�æ�ä�ç�ß�å

Traditionally, resources are thought of as having a specific capacity that can be

allocated for the execution of activities. The Micro-Boss framework suggests a

broader view of resources as representing temporal state-variables. When examining

a resource è  for availability é  over a period ê  of time, we check whether the state ëDì
of the interval satisfies the conditions í  that the phase requires.

îðïòñôó õ÷öøóù( , , ) ( , )=

where ú  is a predicate that encodes the success of matching the state and the

condition. In the simplest case, ûDü  indicates the free capacity of the interval and ý  is

given as þDÿ  ≥ � , where �  is the capacity requested for allocation. Hence, 
�

 will return

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28

Resource 1

Resource 2
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� �����
 if there is sufficient free capacity in the interval to accommodate the request.

This general definition of resources and availability checking allows for the

definition of a broad range of more specialized (and thus more efficient) resource

classes:

•  	�
���
�����
���������
������  can be assigned to at most one activity at a time.

•  ��������� � � ���� �! "�#�$�%�$�#�&� �� � ����"�#�$�%���'�#�(�$�%  are resources that keep track of both)�*�+�,�- . - *�+�/�0�1�2�3�2�1�4�/�. - *�+�3  (e.g., a sequence-dependent setup) as well as the standard

reservations.

•  576�8 9�:�;�9�6=<>6�9�? 8 @�;�A�B�C�D�E�A�9�B�C  allow for cumulative reservations that are compatible

and synchronized (e.g., an oven).

•  FHG�I J K L>I M�N�O�P=L>P�O�K J Q�N�R�M�S�T�G�R�O�M�S  allow for cumulative reservations as long as the

overall capacity is not exceeded. Homogenous pools of identical resources can in

some cases be modeled accurately as multiple-capacity-resources.

•  UWV�V�X�Y�V�Z�[ Y�\�X�Y�]�^�_�X�`�Y�]  define pools of parallel (homogenous) or alternative

(heterogeneous) sub resources.

•  aHb�c�d e f�g�h�f�i�b�j�h�k�f�i  are batch-capacity-resources that also keep track of the location

of the resource (as part of its state).

•  l7mon>p m�q�r s�t�u�v�p m�w�x�m�s�y�z�x�{�m�s  represent resources for which the capacity required or

provided by activities changes the capacity of the resource past the completion of

the activity. Required capacity will definitely be absent and provided capacity will

definitely be available until another activity consumes it.

Any of these resources may be subject to a resource calendar. Resource calendars

specify patterns of availability, such as shift patterns, weekends, and holidays. They

can easily be modified for analyzing “what-if”  scenarios with respect to resource

availability.

The modeling framework also permits the representation of shop-floor status

(such as current time, resource breakdowns, presence of raw material, and execution

status of individual activities), which is an essential part of the definition of a

scheduling problem and of our supply chain coordination experiments. This

framework has been tested on problems found in many different settings and has

shown to be a powerful means for representing the essential characteristics and

idiosyncrasies of these various environments (Sadeh 1995).
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|�} ~�} |�} ����������������� �

We will now use the simplified chemical plant shown in Figure 5 as an example to

illustrate the power of the modeling framework. The plant works as follows: A

blending pump (indicated with a “P”  in the figure) can extract and blend raw

materials and send the blend into a mixing tank where the blend is mixed. For quality

reasons, the mixing process is bounded by a minimum and a maximum duration. The

mix is then pumped into a filler station where it is filled into various cans. Since

blender pumps and filler stations have no storage capacity, the mixing tank is

required from when blending starts until filling has been completed. The duration of

blending is proportional to the batch size, and the duration of filling is determined by

the batch size and the size of the cans. Blending and filling can only be performed

during regular (daytime) hours.

If we were to model each phase of the process as a separate activity, we

would face the problem of how to guarantee that the same mixing tank is selected

throughout the whole process, and if we model each resource requirement as a

separate activity, we cannot determine the duration of “ the mixing activity.”  Using a

phased activity approach facilitates the modeling of this situation. The activity is

thereby modeled with three phases, as shown in Figure 6. The 1st and 3rd phases are

standard resource-driven-duration-phases while the 2nd phase is a minimum-

maximum-duration-phase.

Blending pumps and filler stations are represented as unary-resources

(assuming that time for cleaning between consecutive runs of different mixtures is

negligible). They are assigned resource calendars to limit their availability to daytime

hours. Mixing tanks are represented as batch-capacity-resources that allow
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Figure 5: A chemical plant that produces chemical mixtures.
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cumulative reservations of identical mixtures. Each of these three pools of alternative

resources is represented as an aggregate-resource. The process plans refer to these

aggregated resources, allowing the search procedure to allocate a specific resource

during scheduling.

Mixing tank Mixing tank

Blending pump

Filler station

Mixing tank

 Phase 1  Phase 2  Phase 3 

Figure 6: A process in the chemical plant represented as a single activity that is split into
phases with different properties. Execution of the first phase requires a blending pump and a
mixing tank to be present, the second phase occupies the mixing tank, and the third phase
needs both a mixing tank and filler station.
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This chapter is intended to introduce the reader to supply chain management. Section

3.1 will give a general introduction to the area, including a presentation of some of

the associated managerial challenges as well as a review of certain analytical work

that motivates the perspective to supply chain management taken in this dissertation.

We will then focus on issues that relate to the modeling of distributed frameworks for

the coordination of autonomous entities. These topics are covered in the three

subsequent sections. Section 3.2 addresses supply chain management from the

perspective of distributed artificial intelligence. Section 3.3 discusses aspects of

supply chain modeling. Finally, some issues relating to the autonomy of supply chain

entities are discussed in Section 3.4.

���������H�������H�H������������� ���H¡H¡H¢¤£¥��¦H§�����¨¥§��H§�©�ª�¨¥ª��H�

As they transition towards a global market economy, companies are increasingly

focusing on specific, high-value-adding manufacturing niches. Consequently, it is

becoming more common to purchase components from suppliers (see, e.g., Womack«�¬�­�® ¯  1990). Furthermore, to remain competitive, companies are constantly faced

with challenges to reduce time-to-market, improve product quality, and reduce

production costs and leadtimes. These challenges cannot be met effectively only by

changes within specific organizational units, but rather critically depend on the

relationships and interdependencies between different organizations, both internal

and external to a given company.

It is often argued that coordination between suppliers and customers enables a

large bottom-line benefit potential for everyone involved, as in this quotation from

Harmon (1992):

°7±�²�³�´�µ�¶�·¸³�¹�º�¶�» ¼ » ±�» ·�¶½» ´�·¾¶�¼ º�¿�À ·¾¿�²�·�µ�» ·�¶�»ÂÁ>¹�» ·�º�» ¼ µ�À�ÃÄ¹�²½¼ Å�Á>²�¹�Æ�¼ º�¿Ç» ´�·
È ±�µ�À ¼ » É¸¹ÊÃË¹�±�²ÌÅ�µ�º�±ÊÃÄµ�³�» ±�²�·�ÍÎÁ>²�¹�Í�±�³�» ¶ÌÏ�´�¼ À ·Ð²�·�Í�±�³�¼ º�¿Ñ» ´�·�¼ ²Î³�¹�¶�» ¶Îµ�º�Í�Ò
³�¹�º�¶�· È ±�·�º�» À É�ÒÓ» ´�·�¼ ²ÔÁ>²�¼ ³�·�¶�ÕÓÖHµ�» ·�²�¼ µ�À ¶×µ�º�ÍØÁ>±�²�³�´�µ�¶�·�ÍÙ³�¹�Å�Á>¹�º�·�º�» ¶
µ�³�³�¹�±�º�»�ÃÄ¹�²ËÚ�ÛÜ» ¹ÞÝ=ÛßÁ>·�²�³�·�º�»�¹ÊÃà» ´�·á³�¹�¶�»�¹ÊÃà¿�¹�¹�Í�¶ËÅ�µ�º�±ÊÃÄµ�³�» ±�²�·�Íâ¼ º
µ�À Å�¹�¶�»ã·�Æ�·�²�É½³�¹�Å�Á>µ�º=É�Õ7ä7µ�³�´åÅ�µ�º�±ÊÃÄµ�³�» ±�²�·�²�æ ¶�¼ º�Æ�·�º�» ¹�²�ÉÑ¼ º�Æ�·�¶�» Å�·�º�»çµ�º�Í
³�±�¶�» ¹�Å�·�²Î¶�·�²�Æ�¼ ³�·ÐÀ ·�Æ�·�ÀÂµ�²�·Ð» ´�±�¶Î³�¹�º�» ²�¹�À À ·�ÍÑÀ ·�¶�¶éè=Éà¼ » ¶é¹�Ï�º�Á>²�¹�³�·�¶�¶�¼ º�¿
» ¼ Å�·ê» ´�µ�º�è=ÉÎ¼ » ¶ç¶�±=Á�Á>À ¼ ·�²�¶�æ�À ·�µ�Í�» ¼ Å�·�¶çµ�º�Í�Í�·�À ¼ Æ�·�²�ÉÎ²�·�À ¼ µ�è�¼ À ¼ » É�Õ



32

As a result, the welfare of any business entity in the supply chain directly depends on

the performance of the others, along with their willingness and ability to coordinate.

This is what supply chain management is all about. In supply chain management one

can distinguish between strategic, tactical, and operational level decision-making

aimed at optimizing supply chain performance. The strategic level defines the supply

chain network. Primary products are selected, and supply chain and product design

must conform. Setting up the supply chain includes, for example, the selection of

possible suppliers, transportation routes, manufacturing facilities, production levels,

and warehouses. At the tactical level, process plans and master production schedules

are created. The operational level is where detailed schedules are created and

executed. Strategic, tactical, and operational level decision-making functions are

distributed across the supply chain and may be integrated through ë ì�í î�ï�ì�ëð�ñ�ñ ï�ò�ó ô�ì�í ó ñ ô . Strategic and tactical decision-making often utilize a higher level of

abstraction than operational decision-making. For example, manufacturing facilities

and transportation routes might be the lowest level of details considered in the

process of configuring a supply chain, while the operational level might consider

individual machines and labor and transportation units. In fact, as the three

traditional levels of decision-making are integrated into a single real-time model, the

distinction between them becomes blurred. Tactical decisions such as negotiating

orders can be dealt with in real-time, and even the selection of suppliers, which

traditionally has been considered a strategic decision, can in some cases become an

operational decision.

Supply chain management is integrative in that it spans a wide range of

business disciplines and research areas. The literature addresses general trends and

overviews of research activities (Thomas and Griffin 1996; Rolstadås 1995; Sadeh

and Smith 1993), benchmarking efforts identifying trends and philosophies based on

comparative analysis of current practices (Hall 1983; Womack õ�ö>÷�ø ù  1990; Lyons ú�ûü�ý þ  1990; Helper 1991; Lee and Billington 1992; Davis 1993; Leavy 1994; Knill

1994; Henkoff 1994; Sriniwasan ÿ������ �  1994; Arntzen ����	�
 �  1995; Choi and Hartley

1996), strategic methodologies (Porter 1980; Cohen and Lee 1988; Lee and

Billington 1993), strategic discussions concerning inter-organizational information

systems and standards (Benjamin and Wigand 1995; Upton and McAfee 1996),

supplier-vendor coordination (Bassok and Akella 1991; Anupindi and Akella 1991;

Anupindi 1993; Lau and Lau 1994; van der Duyn Schouten ��
���� �  1994;

Swaminathan 1996), inventory-distribution coordination (Clark and Scarf 1960;

Svoronos and Zipkin 1991), production-distribution coordination (Pyke and Cohen

1993; Anand and Mendelson 1997), operational methods for consistency

enforcement across supply chains (Thierry ������� �  1993; Beck and Fox 1994; Simonis
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and Cornelissens 1995), generic supply chain modeling efforts (Cohen and Lee 1988;

Swaminathan 1996), and supply chain coordination frameworks (Kalakota ������� �
1995; Sadeh 1996; Fox and Gruninger 1998).

Lee and Billington (1992) study actual examples in industry in order to

provide a well-structured discussion of managerial pitfalls and corresponding

opportunities in strategic supply chain management. Below we will excerpt each of

the strategic pitfalls identified by Lee and Billington in their study since they all are

significant to enable good operational performance of a supply chain. Pitfalls 6, 7, 9,

11 and 12 will not be further addressed in this dissertation.

1. No supply chain metrics — Although the supply chain’s overall performance

depends on the joint performance of various sites, each site is usually managed

rather autonomously, and the objectives of each may conflict with the supply

chain’s overall performance. A common dilemma is the position of inventory

buffers. For example, local performance may be improved by cutting inventories

even though the overall supply chain as measured by customer satisfaction might

thereby suffer. Performance metrics should, therefore, include measurements for

the complete supply chain as well as local measurements.

2. Inadequate definition of customer service — A supply chain will ultimately be

measured by its responsiveness to customers. However, there are different

definitions of responsive customer service, such as percentage of items shipped

prior to customer due dates, percentage of completed orders shipped prior to

customer due dates, degree of order lateness, leadtime, and response time. The

appropriateness of each of these depends on the circumstances. For example, if

an order is merely to replenish stock, the supplier can send individual items

separately. If the customer requires the complete order before the supplier can

complete a job, the fill rate should be measured in terms of completed orders.

3. Inadequate delivery status data — When customers place orders, they want to

know when their products will arrive. Many companies publish their standard

response times although these might not resemble actual response times, and

they might not be able to revise shipment dates as changes are introduced during

the order cycle.

4. Inefficient information systems — Information retrieval may become a tedious

manual process if the different information systems are not linked and suppliers

cannot quickly and systematically retrieve the information they need to set

shipment dates. This makes it impossible to quote accurate shipment dates, as

discussed in pitfall 3, and also discourages short production planning cycles,

resulting in increased forecast errors.
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5. Ignoring the impact of uncertainties — There are many sources of uncertainty in

a supply chain. In order to reduce the impact of these uncertainties, supply chain

managers must understand their sources and the magnitude of their impact, and

then work on ways to reduce or eliminate them. For example, before starting to

modify the inventory stocking policies for purchased parts to avoid stockouts,

they should concentrate on ways to improve the suppliers’  delivery performance,

one of the root causes of the problem.

6. Simplistic inventory stocking policies — Stocking policies should differentiate

between parts (depending on reliability of supplier, stability in demand, and

criticality of part) and periodically be adjusted to reflect changes.

7. Discrimination against internal customers — A division or entity in an

organization may produce items for a mix of internal and external customers.

Customer service for internal customers may not always be tracked, while

external customers bring in real revenues and thus are more visible and

apparently more valuable. This prioritization directs the effects of uncertainty to

the internal customer and can hurt the company’s overall profitability.

8. Poor coordination — In the absence of good coordination, a supplier may be

forced to operate with high finished goods inventories. These higher inventory

levels translate into costs that eventually find their way back to the customer.

The supplier might also have to expedite deliveries using costly means of

transportation.

9. Incomplete shipment method analysis — The tradeoff between inventory and

shipment costs should be adequately analyzed. For example, cutting shipment

costs by utilizing slower or less frequent means of transportation might increase

inventory investments both in the transportation pipeline and in safety stocks.

10. Incorrect assessment of inventory costs — Estimation of inventory costs should

consider lost opportunity costs, warehousing and storage costs, and obsolescence

costs (due to short life cycles and rework to meet engineering changes).

11. Organizational barriers — A company may have a decentralized organizational

structure, each organization having its own performance measures. Sometimes

entities within a supply chain belong to different organizations within the same

company. The barriers might result in unwillingness to commit resources to help

someone else. The supplier might have an unreliable delivery performance,

forcing the customer to keep a high level of finished goods inventory. However,

the overall inventory investment in the supply chain could be reduced if the

supplier was willing to reduce the cycle time or change the level of inventory of

semi-finished or finished goods.
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12. Product-process design without supply chain considerations — A product can be

designed in such a way that customer-specific components can be added at the

final stage, or even by the customer. The fluctuations in demand for generic

semi-finished products are lower than for individual customer-specific products.

If at all possible, delayed product differentiation and component commonality

may improve the level of customer service and also reduce costs and leadtimes.

13. Separation of supply chain design from operational decisions — Decisions to

open or close a plant or distribution center are often based on fixed costs and

transportation cost considerations. The effect of network change on operational

efficiency factors, such as inventory investments and order response time, should

also be considered.

14. Incomplete supply chains — Going beyond the internal supply chain by

including external suppliers and customers often opens up new opportunities for

improving internal operations. By better understanding the “customer of the

customer’s”  inventory control system, internal service targets can be set that

better reflect the supply chain’s overall priorities.

A strategic issue that relates to Lee and Billington’s pitfalls 4 and 8 is the

investment in and use of information technology as a means for sharing information

between suppliers and customers. Srinivasan ���! �" #  (1994) analyze shipment data in

the American automobile industry to determine the impact that the sharing of

information and the use of EDI technology have on the level of customer service.

Their analysis concludes that the sharing of JIT schedules yields significant

reductions in the level of shipment discrepancies and, furthermore, that establishing

integrated EDI links for the sharing of information is a source for further

improvement, especially when part variety is high.

Another strategic issue relating to the selection of the coordination structure

(CS) of a supply chain has been analyzed by Malone (1987) and Anand and

Mendelson (1997). Malone describes four generic coordination structures from an

organizational point of view and analyzes tradeoffs among them in terms of$&%('�)�*�+�, - '�./+�'�0(, 0 , 1�2�2�3(4�5 6�7�8 5 2�6/1�2�9(8 9 , and :�;�< =�>�?(@�A�B < B C DFE�G�H(C H . These four CS areI&J(K�L�M�N�OQP�R S�J(T�J(N�P�R S�U  (a separate division per product line), VXW�Y�Z�[ \ ]�Y�^�_a`�\ b�c(^�c(Z�`�\ b�d
(structuring the organization along functional departments, each responsible for tasks

of a certain type), e�f�g�f�h�i j(k�l m nof�eqprk�j(s�f�i t  (all buyers are in contact with all possible

suppliers and decisions about what transactions to accept are local), and u�v�w�x y(z�{ | }ov�~� z�y(��v�x �  (e.g., the presence of brokers between buyers and suppliers, each responsible

for the coordination of tasks of a certain type). Production costs include the costs of

production capacity and the costs of delays in processing tasks. Coordination costs
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include the costs of maintaining communication links and the costs of exchanging

messages along these links. Vulnerability costs are the unavoidable costs of a

changed situation that are incurred before the organization can adapt to a new

situation, modeled as the expected costs that result when an organization fails to

perform tasks. The analysis identifies advantages and disadvantages for each of the

CS. In particular, decentralized markets are found effective with respect to

production and vulnerability costs but involve high coordination costs. In light of

recent developments in information technology, however, there is reason to believe

that coordination costs will be less of an issue in the future, and consequently the

trend will be towards increased outsourcing and the establishment of virtual

enterprises consisting of smaller autonomous entities.

Anand and Mendelson (1997) analyze the effects of different CS on the

performance of a firm that sells its product in several independent horizontal markets,

each subject to demand uncertainty. The alternative CS are: (1) a centralized CS,

where the center makes all the decisions using all the data, but none of the local

knowledge, (2) a decentralized CS, where each branch is responsible for its own sales

decisions based on local data and knowledge, and (3) a fully distributed CS, where

all data are shared and hence each branch makes its decisions based on both its own

local knowledge and shared data. Their analysis concludes that for a large number of

markets the distributed CS performs better than the decentralized CS, and that the

decentralized CS dominates the centralized CS in spite of the superior coordination

of the latter. The analysis indicates that the centralized CS, being similar to the

approached taken in many of today’s ERP-based supply chain coordination systems,

will suffer from the lack of ability to make use of the more detailed localized data. It

also suggests that a supply chain, as a general rule, will perform best by allowing

decisions to be distributed and based on a combination of detailed local knowledge

and shared coordination knowledge.

The final strategic issue we will discuss is the selection of supply chain

partners. Research on partner selection is based on two dominant perspectives that

we will call the �������&��� � � � �����&���(���&����� � ���  and the �������&���(��� � �����&���(���&����� � ��� . The

competitive perspective in the industrial economics and competitive strategy

literature views the customer-supplier relationship in terms of both parties competing

with each other for profit margin. In Porter’s five force model (Porter 1980), five

competitive forces determine the long-run profit potential of any market and its

participants: the threat of new entrants, the threat of substitute products, the

bargaining power of suppliers, the bargaining power of customers, and the intensity

of rivalry among the core competitors. Each of these forces when strong will tend to

drive profit out of the market. In this perspective, any company competes in a win-



37

lose game with its suppliers and customers for the profit margin, and bargaining

power is kept strong through the following strategies:

•  Maintain multiple sources of supply to avoid reliance on a single supplier.

Supplier prices are controlled by constantly searching for alternate suppliers to

compete for each delivery.

•  Maintain the ability to easily switch between suppliers, for example, avoid long-

term commitments to individual supplier.

•  Maintain a credible threat for suppliers to bring component production in-house.

•  Create and maintain a unique position in the relationship to customers through

product, service, or quality distinctiveness.

•  Maintain a credible threat of forward integration to keep the customer in-line.

The cooperative perspective presents a very different view, viewing the

relationship in terms of a partnership-in-profit creation. According to the competitive

model, such a strong dependency on suppliers would weaken the company’s

bargaining power. However, the perspective arose as companies shifting to JIT

production realized their fundamental need for suppliers that were reliable in time

and quality. Furthermore, the no-stock policy of JIT exposes a company to

fluctuations in customer demands, thus making it more sensitive to customer demand

forecast errors. These are the main reasons why JIT-producing companies had to

abandon the more traditional competitive perspective in favor of cooperative and

long-term relationships with suppliers and customers. The benefits of tight

coordination are now well recognized:

•  Closer coordination in schedules.

•  Cooperation in process and product improvements.

•  Joint actions aimed at cost reduction.

These features help to reduce inventory investments and improve profit margins

while increasing the overall levels of quality and service deliverable by the

partnership to its customers. The partnership protects the supplier from competition

in the supply segment and the customer can enjoy many of the benefits of vertical

integration, such as greater security of supply and more control over cost and quality.

Altogether this becomes a win-win situation for both parties, with equitable shares of

the rewards.

Despite all these benefits, the dangers of cooperative supply chain

partnerships also exist. One major danger is the risk of selecting the wrong partner.
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The risk for the supplier is that he commit a large portion of his capacity to a

company that may be unable to hold or strengthen its market position as the industry

evolves. On the other hand, the risk for the customer is that he invest heavily in a

partnership in which the supplier proves incapable of developing in line with him and

ultimately undermines his competitive position. Further discussion of the advantages

and disadvantages of the two perspectives from a management point of view can be

found in (Lyons ������� �  1990; Leavy 1994).

There are generally two main drivers for technological innovations,  �¡�¢r£�¤� ¥&¦�§ §  and ̈ ©�ª�«�¬�­�® ­�¯�°²±&³�´(« . So far we have addressed demand pull, that is, the obvious

need for better information technology in supply chain management. On the other

hand, the technology push arising from advances in low-cost information and

communication technology is also an important driver. These developments have

facilitated the search for prospective suppliers and customers (e.g., by means of

electronic marketplaces) and the establishment of short-term contracts (with

corresponding communication links for exchange of information during the

execution of the contract). The competitive perspective might thus become more and

more attractive with this new technology, even for some JIT producing companies,

since it allows for reliability through the synchronization of schedules and avoids the

dangers of long-term partnerships. However, one challenge that must be overcome is

how to guarantee that short-term partners are willing to cooperate and exchange

honest information. These issues have been subject to considerable research in the

distributed AI and game theory communities (Rosenschein and Zlotkin 1994;

Gmytrasiewicz and Durfee 1993; Sen and Durfee 1994; Sandholm 1996), and they

will be further discussed in Section 3.4.

µQ¶¸·º¹¼»¾½�¿�ÀÁ»¾ÂÄÃÄ¿�ÅÁÆÈÇ¼ÉËÊ�ÌQÀÍ½�ÃÄÎÄÎÄÏÑÐÓÒÁÔÄÕQ»¾ÖÈ×ÓÕQÖÄÕQØQÅÁ×ÓÅÁÖÄ¿

A supply chain, whether it is internal to an organization or spans across multiple

organizations, is usually subject to decentralized control. Suppliers may arrive while

others disappear. Each supply chain entity typically has only an incomplete view of

the state and operation of other entities. Information is exchanged in real time or

periodically through message passing. Since supply chain coordination is

fundamentally concerned with coherence (how well the system behaves as a unit)

among multiple loosely coupled decision-makers, it is natural to implement supply

chain software using agent technology.

Distributed AI (DAI) techniques have been found useful in many applications

related to manufacturing, such as the cooperative problem solving (CPS) techniques

for scheduling introduced in Section 2.1. These techniques are able to partition the
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scheduling problem among distributed agents, thereby being candidate approaches

for operational supply chain coordination. However, systems based on CPS

techniques would be hard to introduce in inter-organizational environments since

they do not support distributed autonomy. We would like to advocate and emphasize

the importance of autonomy among supply chain entities:

Any entity in the supply chain has its set of suppliers and customers, which

again have their own sets of suppliers and customers. Resources within an entity are

normally not dedicated to a given customer. Supply chains thereby overlap (i.e.,

share resources) with other supply chains. A car parts manufacturer (e.g., producing

airbags) might thus be a supplier for both Ford and Chrysler.11 It would in general be

impossible to optimize the manufacturer’s schedule for both customers’  objectives at

the same time. The parts manufacturer has his own objectives and is responsible for

building his own schedules. The same example also illustrates how difficult it would

be to build schedules across supply chains in a centralized way since supply chains

are inter-dependent. Our parts manufacturer would have to build his schedules

concurrently with the scheduling systems at both Ford and Chrysler, which obviously

is impossible. We claim, therefore, that a workable supply chain coordination

mechanism has to support an asynchronous mode of schedule revision where

contingent inconsistencies between entities are allowed to exist for short periods of

time (though one should strive to eliminate them).

A stream of research originating from research in DAI, known as Multi-Agent

Systems (MAS), emerged around 1980. Problem solving in MAS is performed by

means of communication between a set of loosely coupled Ù�Ú�Û Ü�Ý�Ü�ÞrÜ�Ú�ßàÙ�á�â�Ý�Û ß .
Agents in MAS are ã�ä�å�æ çèä�é(ê ë�ì�í ë�î , and they try to attain local goals in complex,

dynamic environments. An agent can sense the environment through its sensors and

act upon the environment using its actuators. Such an agent is called ï�ð�ñ ò�ó�ò�ôrò�ð�õ  if it
operates completely autonomously, that is, if it decides how to relate the sensor data

to motor commands in such a way that its goals are attended to successfully. An

agent is ö�÷�ö�ø&ù ú û�ü  if it is able to improve over time, that is, if the agent becomes better

at achieving its goals with experience, and if it is able to adjust to a changing

environment, such as by dynamically recognizing and making use of new actors in

the agent community. Introductions and general overviews of research in the field of

autonomous agents are given in (Bond and Gasser 1988; Durfee ý�þ�ÿ�� �  1989; Chaib-

draa 1992; Maes 1994; Genesereth and Ketchpel 1994; Wooldridge and Jennings

1995; Sycara ������� 	  1996; Nwana 1996).

                                               
11 These two corporations are chosen purely for illustrative purposes, and because most readers are
familiar with their products.
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Figure 7 depicts a principal difference between problem solving in CPS and

MAS. In a supply chain setting, the “problem” of CPS would be how to create a

schedule across a supply chain. An agent participating in several supply chains

would, therefore, be involved in solving several problems, one for each supply chain,

and would have to make sure that constraints (i.e., capacity constraints) imposed by

one problem are taken into account in the process of solving other problems. It would

be virtually impossible to resolve these conflicts according to local objectives. On the

other hand, problems in the MAS model are solved based purely on local objectives,

and conflicts arising between solutions of individual agents are resolved via

negotiation.

One focus of this dissertation concerns the coordination of distributed supply

chain entities. The coordination of agents has been a subject of extensive research in

the distributed AI community. However, these discussions either tend to be

extremely general, or hardly seem applicable to supply chain coordination. The

research in question can be characterized by various dimensions, including the

following:

•  Degree of autonomy — the extent to which individual agents have the authority to

respond, react, or develop independently of others.

•  Degree of cooperation — the extent to which individual agents can be expected to

behave benevolently, ranging from full cooperation to antagonism.

•  Degree of commitment — the extent to which individual agents are expected to

commit to individual decisions, ranging from no commitment, through partial

Problem
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Agent

Agent

Problem Problem
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Figure 7: Distributed Problem Solving (left) vs. Multi-Agent Systems (right). In DPS, the
problem solving efforts are decomposed and distributed between cooperative agents having
different responsibilities. In MAS, individual and loosely coupled problems are coordinated
through interaction between goal-oriented agents.
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commitment and the ability to de-commit from earlier commitments, to full

commitment contracts.

•  Degree of communication — the extent to which coordination relies on explicit

communication. On one end of the scale we find systems coordinating by implicit

communication, such as behavior-based coordination. On the other end we find

systems based on explicit communication, such as negotiation-based coordination.

See, for example, Tharumarajah and Bemelman (1997) for a discussion.

•  Interaction domain — Rosenschein and Zlotkin (1994) classify interaction

domains into task, state, and worth oriented domains. Task-oriented domains

define an agent’s activity in terms of a set of tasks it must carry out. Agents in

state-oriented domains are concerned with moving from an initial state to a goal

state. Worth-oriented domains extend state-oriented domains by allowing agents

to assign a worth to every potential state.

•  Social abilities — the extent to which individual agents are able to assess their

surroundings in order to update their model, and to reason about the actions and

plans of other agents in order to predict their behavior.

•  Structure of the interaction — the extent to which interaction is governed by rules

that the agents must follow.

In this space we define supply chain coordination as applying to fully autonomous

agents that are expected to cooperate as long as this governs their self-interest.

Allocation of tasks is carried out in a task-oriented domain by means of negotiation-

based communication. Such communication proceeds according to negotiation

protocols, where the resulting contracts ensure a sufficient level of commitment from

the agents involved. For example, coordinating schedules during the execution of

tasks may be conducted in the worth-oriented domain, where goals can be relaxed to

allow for compromises that may lead to increased overall efficiency. Communication

is performed by means of message passing, and where the receiving agents may use

this information as part of their model of the surrounding world to update its internal

schedule accordingly.


��

������������������������� �!�"�������#

A model may be defined as an abstract representation of a physical system that is

used to perform some kind of $&% %('*) + ,�-  analysis of the system. Supply chain models

may, for instance, be created as part of a supply chain reengineering process, or as

tools to help answer strategic, tactical, or operational aspects of the supply chain.

However, the computer-based information and communication infrastructure of a
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physical supply chain may also be viewed as a model in which physical quantities,

shipment dates, etc., are represented as numbers. This model is used for .�/�0*1 2 /�3
information processing. In order to distinguish between the two classes of models,

we will call the on-line version a 46587�7:9 ;=<�>�?�@ AB?�C6<�>�@ D E�<�D 5�C6E . A supply chain

architecture is thus a framework for operational supply chain coordination, and

designing a supply chain architecture therefore involves considerations of how it is

going to operate on a day-to-day basis. A supply chain model, on the other hand, may

simply be created to answer a specific question.

F�G F�G HBIKJKLKLKM NPO�QKR�S TVUVW�XKY�M S TKZ�[]\�R�UVY]^�W�\�_a`

A supply chain model is primarily created for some subsequent analysis of the supply

chain. Unfortunately, it is extremely difficult, if not impossible, to create a model

that is usable for all types of analysis techniques. A model for mathematical analysis

is very different from a simulation model, which again is different from a model for

finite capacity scheduling. However, it is possible to create reusable supply chain

modeling frameworks for a given analysis technique. They are reusable in the sense

that they facilitate analysis for a wide range of supply chain configurations. We will

now briefly survey two generic modeling frameworks suggested in the supply chain

management literature.

Cohen and Lee (1988) present a prototype for a modular modeling framework

that supports analysis of cost/service/flexibility tradeoffs in production/distribution

systems for various material management strategies. The framework consists of

submodels for material control, production, stockpile inventory, and distribution. The

analysis is decomposed so that each sub model is optimized subject to some “ local”

service target. These service targets also serve as linkages between the submodels, for

example, the fill rate from a submodel is used as the service performance measure at

the downstream submodel. The advantage of this modeling framework is its ability to

perform analysis for a fully integrated supply chain model, but many simplifying

assumptions can be found in each model. For example, the production submodel

assumes batch manufacturing processing in parallel line flow shops with fixed batch

sizes in order to achieve mathematical tractability. Its usefulness for a wide range of

applications therefore depends on considerable enhancements in the generality of

each module. Cohen and Lee draw similar conclusions based on their experience

with the prototype.

Swaminathan (1996) presents a multiagent framework for modeling the

dynamics of supply chains by means of simulation. The supply chain is defined as a

set of b6c d6e�f�c e�d6g�h  elements and i�j�k�l m6j�n  elements. Structural elements are used to

model supply chain entities (retailers, distribution centers, manufacturers, suppliers,
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transportation vehicles, etc.). Control elements are used to specify various control

policies that govern product flow within the supply chain. A library of generic

structural and control elements is given. A supply chain model is constructed by

instantiating and relating appropriate structural and control elements. The model

obtained may be used to address issues related to o�p�q&r(s t�u�v6w�x s p�q , y�z�z�{6|�} ~���� } z�~��  and������� �6����� � , where configuration deal with the network structure of the supply chain,

coordination deals with such routine activities as material flow, distribution,

inventory control, and information exchange, and contracts control material flow

over a longer horizon based on factors such as supplier reliability, number of

suppliers, quantity discounts, demand forecast mechanisms, and flexibility to change

commitments. A proprietary software application based on some of these concepts

has been developed at IBM.

��� ��� �B�K�K�K�K� �P���K��� �V�������K� �*�����*�K�����

The traditional information systems found in most companies today store information

in large databases and periodically download this information between computers as

batch processes. However, people have increasingly come to realize that it is

preferable to follow events as they unfold and provide their services based on the

updated states. This requires their information systems to take an event-driven

approach. The challenges these new information systems face are the real time

exchange of coordination information between distributed entities as well as the

ability to adapt dynamically to changes in the system configuration. Recent academic

literature includes several proposals for architectures for such information systems.

The manufacturing system literature has proposed architectures based on such ideas

as real-time shop-floor control systems (e.g., Lin and Solberg 1992; Cantamessa

1997) and holonic manufacturing systems (Tönshoff ������� �  1995). These system

architectures are conceptually applicable to distributed supply chain systems, but in

practice they have only been experimented with at the shop-floor level. We will,

however, focus our survey on some of the recently proposed information

architectures aimed at supply chain and (virtual) enterprise integration.

The Center for Research in Electronic Commerce, Austin, Texas, is

examining a real-time supply chain information system characterized as  �¡¢�£6¤  �¡�¥ ¦§ �¨ ¥ ¢ ¡ ¢&©�ª6¢&© ¨ «�  £6¬   ¤�¬ ¡�¨ ª  (Kalakota ­�®°¯�± ²  1995; Hinkkanen ³�´°µ�¶ ·  1997). For

every decision variable in the mathematical OR formulation of the planning model,

such as the inventory level for a part, there is an agent in the real-time model that is

responsible for the inventory level of that part. For every shared resource there is a

coordination agent that allocates the resource among the competing agents. These

agents correspond to the constraints in the mathematical model of the supply chain.
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There is also an agent for each product in the supply chain. This agent attempts to

optimize the flow for the product for which it is responsible. The advantage of

assigning agents to every sub problem is that the task for each agent thereby becomes

manageable. However, since each agent is myopic and only acts locally, and since

the sub problems of the low-level agents are normally strongly interdependent, the

challenge is how to coordinate the agents in order to meet the goal of the system in

which the agent exists. The approach taken by Kalakota ¸�¹»º�¼ ½  is to formalize the

relations between agents to that they resemble human organization (hence the notion

of organization of agents), namely, certain agents (supervisor or coordinator agents)

have authoritative power over other agents and may delegate specific tasks to them. It

appears to us that this hierarchical control structure defeats the whole purpose of

distributing the control to obtain real-time reactivity. For example, before a decision

is taken locally, it must be approved by a coordination agent at a higher level in the

hierarchy, which may consult an electronic broker (e.g., an on-line agent capable of

solving optimization problems by means of OR techniques) to resolve the problem.

Such coordination requires vast amounts of message passing, which in dynamic

environments is likely to introduce communication bandwidth problems and more

delays than Kalakota ¾�¿�À�Á Â  foresee.

The Enterprise Integration Laboratory in Toronto, Canada, is investigating

models of enterprise and supply chain integration (Beck and Fox 1994; Barbuceanu

and Fox 1994; Fox and Gruninger 1994, 1998). Their enterprise information

architecture is composed of a set of cooperating agents. ÃÅÄ�Æ�Ç�È É Ê�Æ�Ë�Ì�Ë�Í�Î�Æ�È Ï  are

responsible for the planning and control activities in the supply chain. There are

functional agents for logistics, order acquisition, transportation management,

resource management, scheduling, and dispatching. These functional agents are

constraint-based problem solvers who communicate by posting new constraints that

must be satisfied. Coordination occurs when agents satisfy not only their own

internal constraints but also the constraints of other agents. Negotiation occurs when

constraints that cannot be satisfied are modified by the subset of agents involved.ÐÒÑ&Ó(Ô�Õ6ÖØ×�Ù Ú Ô�ÑÛ×�Ü�Ý�Ñ�Ù Þ
 support the functional agents by providing information and

communication services. The architecture is hierarchical in the sense that the

logistics agent defines the constraints for the scheduling agents, and a scheduling

agent defines constraints for the dispatching agent. The negotiation process among

agents takes a mediated approach, where the functional agent at the higher level acts

as the mediator for lower-level negotiation.12 The advantage of this mediated

approach is the improved quality of the solutions provided (as long as agents are

                                               
12 The approach of using a mediator for coordinating agents in distributed manufacturing systems is
also adopted by Maturana and Norrie (1995).
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working towards a shared objective). However, different coordination mechanisms

should be investigated for distributed supply chains of autonomous and self-

interested entities.

The Intelligent Coordination and Logistics Laboratory of CMU has proposed

an architecture called MASCOT (Multi-agent supply chain coordination tool) for

coordination across supply chains (Sadeh 1996). The architecture is shown in Figure

8. Each coordination agent is an extension of the agent-based IP3S architecture (see

page 15) to support event-driven coordination and mixed-initiative planning and

scheduling decision support functionalities across the supply chain. The agents are

organized in different levels of abstraction within each organization of the supply

chain, where the low-level agents support single facilities over short to medium term

horizon decisions, and higher-level agents are responsible for strategic and tactical

decisions across the multiple facilities of an organization. Coordination is performed

both laterally and vertically in the supply chain. Lateral coordination protocols

support interaction between peer-agents, and vertical coordination protocols support

interaction between higher-level agents and those agents that sit underneath them.

They thus allow for strategic planning decisions (e.g., integration with product

design, where one needs to evaluate alternate design options and associated supply

chain arrangements) to be based on updated capacity and material requirements

across the supply chain.

The MASCOT architecture has until now been implemented or tested only

for a single facility (Sadeh ß�àâá�ã ä  1998). The coordination aspects of this architecture

have thus not yet been explored. However, the work carried out in this dissertation
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Figure 8: The MASCOT architecture for supply chain management. The dashed lines are
organizational boundaries within the supply chain.
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addresses policies for low-level lateral coordination and exchange of available-to-

promise (ATP) information that are applicable to the MASCOT architecture.

å�æ
ç�èêéâë�ì�í�î�éðï�ñóò�ô�î�ï�õ�ï�ö=÷

We have argued for the necessity of viewing a supply chain as a collection of

autonomous entities. However, this introduces a number of aspects that normally can

be neglected under cooperative assumptions. These aspects, which have been

addressed in, for example, bargaining theory (Nash 1951) and multi-agent systems

(Kraus et al. 1995), will be discussed in this section.

ø�ù ú�ù ûBüKý*þ�ÿ�� � � ý �

The stability of a system of autonomous agents relates to whether or not the

coordination of the agents has an equilibrium point. A stable system can be

characterized as a system in which individual agents remain present (because they

benefit from participating) and where their strategies are consistent (e.g., do not

change from one day to the next).

Individual rationality

Autonomous agents require individual rationality to participate in the coordinated

society. They will only participate (and follow the rules of the society) if they believe

that it governs their own interest. Participation is individually rational for an agent if

the payoff obtained is not less than the payoff for not participating. Only systems

where participation is individually rational are viable in the long run (though, clearly,

viability is not something that could easily be determined up front).

Nash equilibrium

Often an agent’s coordination strategy depends on what strategy the other agents

choose. In such an environment, the Nash equilibrium (Nash 1951) is a fundamental

stability criterion. A system is in Nash equilibrium if each agent has chosen the

strategy that is the best response to the strategies of all the other agents. Nash proves

that every ��� ��� 	 
���
���
  has such an equilibrium. However, there are problems in

applying Nash equilibrium to a system of autonomous supply chain entities. First, a

supply chain network cannot be considered to have a finite number of actors.

Furthermore, the characteristics of the participants may change over time, for

example, due to technological innovations. There is thus reason to believe that Nash
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equilibrium can only be achieved for shorter periods of time, and that the participants

should dynamically revise their strategies as conditions change.

��� ��� ��������� ����� � � �

When each participant in a system has selected his strategy, we would like to know

whether this makes the system behave optimally or not. Defining optimality is not a

trivial matter even for systems with a single agent, and it becomes even harder to

define for a collection of autonomous agents.

Social welfare

Social welfare measures the system-wide good of the agents and is the sum of all

agents’  utilities. It has restrictive use for autonomous agents since it requires an inter-

agent utility comparison (how can we compare the utility of a company that tries to

maximize its short-term profit with one that tries to maximize its customer service?).

A measurement of social welfare may, therefore, often have to be based on

approximations (or projections) of individual utilities. This concept is similar to that

of establishing long-term, mutually beneficial supply chain relationships.

Pareto optimality

Pareto optimality describes a solution that cannot be improved upon for one agent

without lowering some other agent’s utility (Rosenschein and Zlotkin 1994). Pareto

optimality hence acquires a global perspective, but without having to compare

individual utility functions. Solutions that maximize the social welfare are a subset of

the pareto optimal solutions. Once the sum of all agents’  utilities is maximized, an

agent’s utility can only be improved by lowering another agent’s utility. Reaching a

pareto optimal solution among supply chain agent will, for example, require each

agent to provide information that other agents can use to improve their local

performance without deteriorating the performance of others.

 �! "�!  �#%$�& ')(�*)+,+

The aspect of fairness is related to both the stability and optimality of a system. An

entity may only be willing to participate in systems if it considers the coordination to

be impartial (or advantageous to the entity). Furthermore, the optimal behavior of a

system may only be obtained when there is a fair competition among the entities

involved.
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Distributed decision-making

The decision-making process should be distributed. An individual entity should be

able to participate in decisions that govern his own interest. There should, therefore,

be no central agent that manages the process and makes decisions on behalf of other

entities.

Symmetry

A coordination mechanism should not treat agents differently because of non-

relevant attributes. For example, preferences should not be based on factors such as

the alphabetical order of names if customer service is the true criterion for

competition. Furthermore, agents who are exactly alike should receive the same

payoff over time. Symmetry is especially important in environments using automated

negotiation.

Computational efficiency

The speed with which a system converges to solutions is an important issue in real-

time environments whether distributed among autonomous entities or centrally

controlled. In systems of autonomous entities, however, it is also important to either

seek a fair distribution of the computational load, or to factor the cost of computation

into the entity’s payoff.

-�. /�. /�0�1)2�3�4�5 6�4�5 3�7

Smith and Davis (1988) identify 8 9�:,;<:,=�9�>,? @�A  and B,C)D,E�F GHD,I�J�B,K L�M  as the two basic

types of information sharing in distributed problem-solving. Task sharing is

exemplified in the contract net, where the agents opportunistically decompose tasks

and share work by means of negotiation to get subtasks done. Under result sharing,

each node works on some aspect of a problem and shares portions of its partial

results with the other agents.

Extensive research within multiagent systems has addressed issues of

automated negotiation between agents. One of the original research efforts, and

probably the most referenced, is the Contract Net Protocol (CNP) (Smith 1980;

Davis and Smith 1983; Smith and Davis 1988). CNP provides a bidding mechanism

to allocate tasks to the best suited agents among alternative agents. The net consists

of a set of nodes that negotiate with one another by the passing of messages. Each

node in the net may dynamically take the role of a N�O�P�O�Q�R)S  or a T)U�V�W X,Y�T)W U�X . A

manager is responsible for monitoring the execution of a task and processing the

result of its execution. A contractor is responsible for the actual execution of the task.
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Typically, a node will take both roles, often simultaneously, for different contracts.

Each contract includes the following steps:

1. Task announcement — the manager of a task initiates contract negotiation by

advertising the existence of the task to other nodes.

2. Task announcement processing — each node maintains a ranked list of

announcements that have been received and have not yet expired. New tasks are

inserted in the list if the node is eligible to bid on the task.

3. Bidding — the node selects a task from its list of task announcements on which to

submit a bid. The bid includes a specification of the capabilities of the node that

are relevant to the announced task.

4. Bid processing — as soon as the manager receives a bid that is satisfactory, that

bid is awarded to the associated bidder, which then becomes a contractor for the

task.

Extensions of CNP based on micro-economic principles have later been

proposed. Sandholm (1996) analyzes negotiation issues for self-interested agents,

that is, agents who negotiate and execute contracts as a means to maximize local

payoffs, without concern for the global good. These assumptions are appealing in the

context of supply chain coordination. His work is based on automated contracting

within the CNP framework, and it extends the latter to self-interested

computationally limited agents and to contract execution. Within Sandholm’s

framework, agents pay each other as a reward for handling tasks. Contracts are made

on the basis of local marginal cost calculations, that is, whenever a contractor is able

to carry out the task at lower cost than the manager agent. Furthermore, Sandholm

proposes a leveled commitment contracting protocol (as opposed to full commitment

contracts), allowing agents to de-commit to contracts, and also protocols for

engaging in multiple negotiations simultaneously (starting negotiations while other

bids are pending). Sandholm’s protocol has been implemented and tested in a

distributed vehicle routing application. There is, however, reason to believe that the

protocol can be applied successfully for negotiating contracts between suppliers and

customers in a supply chain.

Z�[ \�[ ]�^`_)a)b�c)d e f

For systems of fully cooperative agents, an implicit assumption is normally that

agents behave truthfully. This assumption is not valid in systems of self-interested

agents. It would be naive to assume that self-interested agents necessarily provide

sincere information. A self-interested agent may behave insincerely whenever he
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benefits from doing so, a type of behavior that may result in lies or the witholding of

information.

One interesting aspect of negotiating contracts arises in situations where the

customer wants each supplier to bid what he considers to be the g h,i�j  value. This

might, for instance, be the case in the following example. A customer announces to a

set of prospective suppliers a request for bid for producing a product. The price he is

willing to pay is given (and non-negotiable). The request also includes a penalty cost

for delivering the product past the promised date, for example, the customer will pay

nothing if the product is delivered late. In the traditional auction method (sealed bids,

the best bid being granted according to its terms), each bidder will adjust the

promised delivery date in the bid based on more and less random speculations

regarding its competitors. For example, if the bidder believes that he is able to deliver

the part by Tuesday, and that no competitor is able to deliver until Friday, then he

might adjust the promised delivery date to Thursday.

Vickrey (1961) addresses this kind of scenario and proposes an alternative

auction method whereby the best bid is granted according to the terms of the second

best bid. It is argued that this auction method, called the kml n)o)p,qsrut�v�n)w l x�y , makes each

supplier bid his z {,|�}  date. The argumentation is as follows: Bidding a later date than

the ~ �,���  date could only diminish a supplier’s chances of winning at what would have

been a profitable date and could not affect the date of the granted contract if he were

the successful bidder. Bidding an earlier date than the � �,���  date, on the other hand,

would increase his chances of winning, but only under circumstances that would

involve him in a transaction expected to be unprofitable. The truthfulness obtained

from the Vickrey auction is not free but rather comes at the expense of “paying”  the

difference between the best and the second best bid. However, adding mechanisms

such as the Vickrey auction to the negotiation process might be necessary to ensure

stability of the coordination policy. A line of research in ��������� ���)�����  (Rosenschein

and Zlotkin 1994) has expended considerable effort in investigating appropriate

policies whereby the optimal strategy of each agent would lead to the pareto optimal

(and stable) performance of the system, as exemplified by the above discussion

regarding Vickrey auctions.

Gmytrasiewicz and Durfee (1993) provide a study of interaction between

agents based on the assumption that communicative behavior is guided by economic

rationality, illustrating how honesty and truth can emerge even from rational and self-

interested behavior. Their assumption is that agents transmit messages in order to

increase the effectiveness of interaction as measured by their expected utilities. Their

analytical study concludes that agents who communicate repetitively will tend to tell

the truth to each other and to trust each other, while “outsiders”  will likely be lied to
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and not believed. This conclusion is interesting in light of our discussion in Section

3.1 regarding the selection of supply chain partners since it provides an argument for

close partnerships. We will not go further into the aspects of truthfulness of

interaction but simply assume that Gmytrasiewicz and Durfee’s conclusions apply.

Information received from established supply chain partners is assumed to be truthful

(until the opposite is proven) while external customers must be dealt with more

carefully, for example, by means of negotiation mechanisms based on Vickrey

auctions.
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This chapter presents a framework for operational coordination of a supply chain.

The framework is a subset of the MASCOT architecture presented in Section 3.3.2.

We will first present the conceptual model of the framework. Section 4.2 introduces

a mechanism to shield the execution schedule from the dynamic events of the real-

time system, thereby providing local stability. We have realized that separate bill-of-

material and process plans do not provide sufficient information for tight lateral

coordination of the supply chain. Section 4.3 addresses how these two data structures

can be integrated into a ���,�������)�����)� �����,� . Section 4.4 introduces a mechanism for

connecting the product networks across agents. Finally, we will discuss two types of

inter-agent interaction. The first, which is the type of interaction that occurs between

a supply chain entity and entities defined as external to the supply chain, is

introduced in Section 4.5. The second, which is the coordination that occurs between

agents during operational execution, is introduced in Section 4.6.

� �¢¡¤£¦¥¨§ª©�« ¬¨©�§�­¨®�¯¨° ±³²´« µ¨§�±

The conceptual model for our coordination framework is primarily found at the lower

coordination level of the MASCOT architecture (introduced in Section 3.3.2).

Coordination in the MASCOT architecture is at all levels based on information

sharing. However, the two types of information sharing, task sharing and result

sharing (defined in Section 3.4.4), both take place within the architecture. High-level

coordination is primarily based on task sharing to distribute tasks between

organizations. As tasks (e.g., requests for bid) arrive to an entity in the supply chain,

the high level agents will negotiate the subtasks with its supplier agents. They might

also communicate with the low-level agents through vertical coordination in

situations where fine-granularity evaluation (e.g., selective validation of bottleneck

decisions) is required as part of the negotiation process. When a satisfactory solution

is found, the high-level agents will communicate the result to the low-level agents

that are responsible for coordinating the execution of the tasks. This low-level

coordination is based on result sharing (through the exchange of constraints). Hence,

the high-level agents are responsible for strategic and tactical decision-making while

the low-level agents are responsible for operational decision-making. Since this
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thesis focuses primarily on the operational aspects of coordination in the supply

chain, there will be no further discussion of high-level strategic and tactical issues

here. The remaining discussion will thus focus mainly on operational coordination

issues. Note, however, that certain decisions which traditionally may have been

considered tactical, such as the negotiation of orders, will here be dealt with at the

operational level.

¶ ·¢¸¤¹»º ¼¨½�¾�¿À½ÂÁ´¾�Ã�Ä¨Å ¼¨ÆÈÇÉÁ

In the ideal case of an agile production environment, there is no cost (or delay)

associated with switching from one schedule to the next. In reality, there are always a

number of activities involved each time a schedule is released to the shop-floor, such

as producing new priority lists, requesting new tools, replacing the raw material that

is waiting in front of machines, or setting up the machines. The release of new

schedules should, therefore, be a local decision. In some environments the schedules

might be released only once a week, in others once a day, and new schedules might

also be replaced in reaction to contingencies that significantly invalidate the currently

released context.

This framework supports asynchronous coordination to achieve shop-floor

stability and schedule autonomy through the use of multiple Ê)Ë�Ì�Í ÎsÏÐÍ Ñ  within each

coordination agent. This is illustrated in Figure 10. A context is an independent

workspace with its own set of underlying assumptions, called a model. Each agent

maintains at any given time (at least) two contexts. The Ò,Ó)Ô Ó)Õ�Ö,Ó)×�Ø)Ù�Ú�Û ÓsÜÐÛ  defines the

schedule that currently is released to the shop floor. Real time coordination between
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Figure 9: Low-level lateral coordination within the MASCOT architecture.
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agents and feedback from the shop-floor are reflected in the ø�ù�ú,û)ü ý�þ ÿ)ù�ý � ����� .
Releasing a new schedule hence involves replacing the released context with the

working context.

���
	���
�����������������
��������������������� !�������������"��
�#�$�����%���&�&'$�����


The traditional method used to store (*),+�-�.�/1032,0 ),.�/10 .�),412  is the use of a database of

bill-of-materials (BOM). A separate database of process plans describes the sequence

of actions (and technological requirements) necessary to produce the products. This

method dates back to early material requirements planning (MRP) systems, and it is

still dominant in today’s MRP II and ERP systems. A prerequisite for tight supply

chain coordination is the need to know precisely at what step of a plan the material is

needed. This requires the BOM and process plans to be integrated into a 5*6,7�8�9�:1;<�= ; >�7�6,? , as shown in Figure 11. The idea of product networks is not new insofar as it

has already been advocated in OPT (Jacobs 1984).

Our coordination framework relies on such integrated product networks,

where the process plans contain information about material requirements and when

exactly they are needed. Once a process plan template is realized in an actual order,

we talk about the required materials as @,ACB�B*D E F1@  and the product produced as aG�H1IKJ�L�G
. These supplies and demands also have a wider use, as will be described in

the next section.

Figure 10: Each agent maintains multiple contexts concurrently. The MONQP NSRQTUNSVKW�XQY[Z NU\SZ  directs
the execution on the shop-floor while real-time status information from the shop-floor and
external agents are collected in the ]_^Q` a�b cSd"e�^Qc[f gUhSf . The replacing of the released context
with the working context is performed asynchronously as a result of a local decision, normally
preceded by some form of regeneration of the schedule within the working context.
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Connectors are pairs of corresponding demand and supply objects across agents in

the supply chain. The objects are indicated in Figure 12 as triangles. Once created,

these objects are assigned unique identifiers that are reported to the other parties.

They are therefore referable across agents. When communicating a schedule update,

an agent will thus know what agents to address, and the receivers of the information

will know which of their local lots the information may affect. The use of such

connectors also assists in supporting t u�vwv x,y�z1{1y�|�} t } v ~  all the way back to the source,

something which is a federal requirement in certain regulated industries (and is

useful for quality management in general).
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Figure 11: Separated vs. integrated bill-of-material and process plans. Triangles pointing
right represent material requirements and triangles pointing left represent the products
resulting from the process plans.
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Figure 12: Supply chain coordination connectors. Triangles pointing right represent supplies
and triangles pointing left represent demands. Process plans are inserted to fulfill demands
from sets of supplies.
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A connector creates a one-to-one relation between a demand in the supplier

agent and a supply in the consumer agent. It is important to note that even though the

connectors define static relations, they do not restrict the supplier or the consumer

from ¨,©1ª,«�¬®­ ­�¯ ° ±�²  job assignments to the connectors. We have identified situations

where a facility can benefit from reshuffling, such as: (1) scrap is identified that will

have to be replenished by another job (e.g., a rework order); (2) a job assigned to an

urgent demand falls behind schedule (e.g., because of a resource breakdown) and

another job (for a less urgent demand) is therefore placed ahead of the first job; or (3)

an arriving supply is to be assigned to the most urgent job. In these situations,

reshuffling will restore consistency and facilitate the creation of a schedule that can

meet the demands. The use of the connectors will also apply to make-to-stock or

assemble-to-order environments by allowing for ³�´1µ ¶C·�´1³¹¸1º�»�»�´1¸1¼ ½ º�» . A demand

object may be temporarily created for a special “ forecast”  customer in such a

situation until the actual order arrives. The demand will then be reassigned to the

customer of the newly arrived order.

¾Q¿SÀSÀQÁ Â�Ã�Ä�ÅÇÆ�ÈÊÉ Ë�Æ�Ì�Í�ÎSÏ�Ã�Ä�ÅÇÆ�ÈÊÉ
•  Identifier •  Identifier
•  Identifier for the supplier agent •  Identifier for the customer agent
•  Identifier of supplier’s corresponding

demand object
•  Identifier of customer’s corresponding

supply object
•  A list of lots that consume the supply, each

entry knowing the node where the lot will
require the item

•  A list of lots that are created to satisfy the
demand, each entry knowing the node where
the lot is completed

•  A state variable (e.g., waiting, arrived,
or consumed)

•  A state variable (e.g., waiting, arrived,
or shipped)

•  The product needed •  The product produced
•  The quantity needed •  The quantity produced
•  The following time points:

•  Promised time — the time reported by
the supplier

•  Release time — the time used internally
as a release constraint (not necessarily
equal time reported by the supplier)

•  Scheduled time — when the first of the
consuming lots will need the item
according to current schedule

•  Reported time — the time that was last
reported/requested to the supplier as a
require time

•  The following time points:
•  Required time — the time required by

the customer
•  Due time — the time used internally as

a due time (not necessarily the same as
the time required by customer)

•  Scheduled time — when the latest of
the supplying lots will complete
according to current schedule

•  Reported time — the time that was last
reported/promised to the customer as
delivery date

•  A marginal tardiness cost

 Table 1: Data fields of the supply and demand objects.
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Whether there is an established partnership between a supplier and a customer or not,

the process of order placement and execution has to be based on some form of

contract, and the content of the contract has to be based on some form of negotiation.

Standardized communication infrastructures and EDI enable contracting between

agents to be more or less automated by the use of contract standards, for example, as

defined in ANSI X12, NIIIP, or UN/EDIFACT. The scenario in Figure 13 illustrates

a typical sequence of interactions for the negotiation of contracts between agents.

The negotiation process starts with the announcement of a request for bid. In

established partnerships, the request may be sent to a single or small number of

prospective suppliers for the requested parts. Otherwise, the request may be

broadcasted, such as by means of electronic marketplaces. The request includes a

specification of what the customer wants to purchase, possibly with either an

indication of when he wants it delivered or as a long-term blanket order (with some

demand rate).

The bidding stage may include some form for technological and economical

evaluation of the bid request by the potential suppliers. The evaluation may either

result in a rejection of the request, or in a bid being sent to the prospective customer

as a response to the request. Depending on the parameters included in the request, the

supplier may choose to adjust the bid based on technological constraints or economic

considerations.

The awarding stage starts with evaluation of bids. Incoming bids are

compared and ranked according to certain criteria. When evaluating bids, the

customer may, for example, prefer a bid with a satisfactory delivery date and price

from a supplier who over time has proved to be reliable when it comes to meeting his

promises. The supplier of the selected bid is granted the order. Detailed

circumstances of the orders are documented in a contract that manifests the

consensus between the winning supplier and the customer. The bid then turns into an

actual order and the loosing bidders are informed.

Execution of the order can start once a contract has been established. Bid

negotiation is not necessarily ended by order placement. The original contract may

allow for some flexibility for both parties to later change the order. The customer

may send a formal change order notification to the supplier that the order must be

changed in some form (such as delivery date or quantity), or the supplier may send a

notification to the customer to inform him about changes due to circumstances

introduced after the order placement.
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The supply chain coordinates by means of asynchronous exchange of information

between its agents. This allows an agent to communicate information directly to

other agents. The messages that are received from other agents are parsed into

information that is incorporated into the working context as ó�ô�õ,ö1÷,ø�ù ú1ö1ûýü ÷,÷,ó�ö1÷ . This

will thereby be taken into account the next time the schedule is regenerated.
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Real-time scheduling systems are subject to a changing world. What is known as a

fact at one point of time might later be invalidated. These systems must, therefore,

possess mechanisms for &�'�&�(�)�'�&�'�* '�&�+ ,  reasoning about incoming and sometimes

contradictory information. Within our framework, the state of the solution is at any

time summarized as a set of -�.�/!0
1!2�3 4
0
576 1!1!-�0
1  (Sadeh 8
9;:�< =  1998). An unresolved
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Figure 13: Interaction during bid negotiation. The customer initiates a bidding round by
sending requests to a set of potential suppliers. The requests may include time limits for
when the bids are due. At that time, the customer may have received bids from a subset of
the potential suppliers. After evaluation of the bids, the customer replies by awarding the
winning bid and rejecting the others. The resulting contract between the customer and the
awarded supplier turns the bid into an actual order subject to execution.

`ba
c dfe�c!gih�j k l
a m;n h�g	oqp a
r
s�t!u
v�w x Requesting a supplier to estimate a delivery date for a potential bid.y
z!z!{�z Informing that the received message was not understood.|!}L~ � � Returning an estimated delivery date for a potential bid.

Disavowing a request for bid.� �
� �
Informing a supplier that a bid is approved or canceled.

Reporting an updated delivery date to a customer agent.

Reporting an updated need date to a supplier agent.

Table 2: Example of KQML coordination messages.
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issue is an indication that a particular aspect of the solution is incomplete,

inconsistent, or unsatisfactory.13 In light of supply chain coordination, such an issue

might be that the promised time from a supplier is inconsistent with the scheduled

time of activities needing the supplied material, or that a scheduled order has been

canceled. The unresolved issues provide a powerful workflow management

mechanism that helps the system (and the user) keep track of inconsistencies in a

given context. To update or to refine a particular schedule, a set of unresolved issues

is first selected for processing. During processing, new unresolved issues might be

generated, for example, canceling an order may introduce an unresolved issue

indicating that the schedule now has room for improvements, and regenerating the

schedule may introduce an unresolved issue indicating that the new schedule might

need to be released.

The processing of unresolved issues may be performed either in a manual

mode or in an automated mode of execution depending on the type of unresolved

issue and the authority of the source agent. An agent may, for example, provide

certain automated services for some other agents to provide quick response, such as

checking capacity constraints for a prospective order. The decision of what to

automate should, however, remain a local decision.

��� ��� ���������
��� ������� �����������
��������� ��� ������� �
�$�
�������
�����

The asynchronous coordination mechanism described in the previous section is

designed to support fully heterarchical supply chain structures. However, the low-

level agents within a single organization represent natural �
�����   ¡   ��¢�£  since they share

objectives. These coalitions may benefit from coordinating their schedules based on

the overall goal of the organization rather than the local goals. This requires a

centrally coordinated approach to scheduling. Such centralized approaches fall

outside the primary theme of this dissertation. Nevertheless, we have included a brief

description of coordinated schedule revision for the sake of better understanding the

power of the MASCOT architecture.

The high-level coordination agents of MASCOT (see Figure 8 on page 45)

include rough estimates of the capacity and demand of each lower-level agent (e.g.,

by monitoring key resources or as aggregations of total capacity). In line with the

micro-opportunistic search procedure of Micro-Boss, this information can be used to

direct scheduling decisions to the most critical low-level agent. Coordinated schedule

revision may be obtained, therefore, by asking the agent that appears to be the most

                                               
13 Our use of unresolved issues is similar to the notion of “ flaws”  in the agenda-based control
architecture demonstrated by Currie and Tate (1991).
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critical to perform a single scheduling decision (one cycle in the search procedure),

send potential conflicts to the neighboring agents (which stores them in the form of

unresolved issues), and report the updated demand profile back to the high-level

agent. The high-level agent repeats calling low-level agents until all activities have

been scheduled. This procedure enables improvements over the pure asynchronous

approach with respect to intra-organizational schedule optimality.
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A supply chain coordination ¤ ¥�¦ § ¨L©  addresses ª;«�¬
­ , ®;¯�°�± , and ²;³ ´ µ¶²;µ�·�¸  an agent

should communicate, and how he can make use of the incoming information.

Assumptions regarding the supply chain agents address the level of cooperation that

is expected, such as whether the agents are cooperative, self-interested, or hostile,

while the environment is characterized by factors such as the level of competition

with other supply chains and the level of flexibility in the bid negotiation process.

Coordination ¹�º
»
¼�½�¾�¿ À!¹�À  defining Á�Â�Ã  to communicate have been introduced in

Chapter 4.

This chapter proposes a number of different policies applicable to both

cooperative and self-interested agents within given environments. Certain of these

policies, which we call Ä�Å�Æ�Ç
È�É!Ê�Æ�Ë ÌÎÍ�Ï Ë Ê�Æ�Ð Ê�Ñ Ë Ç
Ë Ò
Ä , realize our ideas about how supply

chains can be ideally synchronized. Other policies are intended to represent

traditional practice in the absence of real time information exchange. These policies

will be called Ó!Ô ÕÖÔ
Ó!Ô
×�Ø
ÔÚÙ Û�Ü Ý Ø
Ý Ô
Þ  since they are used as baselines for comparison with

synchronization policies. Each section of the chapter assumes a certain environment.

However, the policies defined in a given section differ with respect to the amount of

real-time information that is exchanged and thus accessible to each individual agent.

ßáàãâåäáæèçêé�ë�ìîíèë�é�ìîïñðóòèôáõîìîö;ìîð;ç

The first set of policies we will introduce is of a very simple nature. All incoming

requests for bid are automatically turned into orders without any modification, that is,

a request is never rejected and the submitted bid completely meets the properties

requested. The bid will then turn into a contract between the two parties. The

resulting production orders are scheduled in a just-in-time manner across the supply

chain, that is, without any safety buffers of time or material. These policies establish

a natural basis for further refinements in subsequent sections. However, they will be

shown to be of conceptual interest, with behavior providing valuable insight into

aspects of coordination.

÷�ø ù�ø ù�ú;û�ü ýÿþ�������� ������� ��ü
	 ü���
���� ��ü��������!ü�
�����	 � ���������!ú����;ü���
��
The practice within many companies for estimating prospective delivery-dates is

simply to base the estimate on historical leadtime data. Since the sales department
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does not have immediate access to (or tools to process) the shop-floor load data, it is

restricted to making delivery promises based either on qualitative techniques (relying

on judgment, intuition, and subjective evaluation), or on quantitative techniques

(e.g., relying on statistical approaches). The JIT-Lead policy relies on a pragmatic

quantitative technique based on collected historical data, where the promised delivery

date ����  !#"  is estimated according to

( )$
max max % % ,,

& & '(&) * +#, - ./) * +#, -0-21 3 4= +



=1

where 5  is one of the 6  parts (sub components or raw materials) needed to produce the

requested product, 7 ,

8�9 : ;=<?>
 is the promise date from the supplier of part @ , ABDC  is the

estimated leadtime for the portion of the process plan where part E  is needed, and FDG H I
is the requested delivery date. The promised delivery date thus can be easily

determined once the leadtimes are estimated. The leadtime may be estimated by

considering leadtime data collected for completed J�K LMK N O�P  jobs. Significant research

in the field of group technology has addressed the issue of similarity between jobs in

detail, e.g., Burbidge (1975). However, in our case we will simply assume that two

jobs are considered similar if and only if they produce the same part.

Different lot quantities can be expected to entail different leadtimes. The JIT-

Lead policy relies, therefore, on a linear regression technique to take lot quantity into

account in the leadtime estimates. The linear regression line is calculated as follows:

Let [ Q�R ,S�T ], [ UWV ,XDY ], …, [ ZW[ ,\D] ] be a set of ^  observations of lot quantities and

corresponding leadtimes. Let the average quantity _ and the average leadtime `  be

given as:

acb a?dd
e

= ⋅
=
∑1

1

fhg fjii
k

= ⋅
=
∑1

1

The corrected sum of squares of quantities lWm�m  and the corrected sum of cross

products of quantities and leadtimes nWo#p  are given as:

( )q rsrtjt uu
v

= −
=
∑ 2

1
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( )w xzy{y|j} ~�~~
�

= ⋅ −
=
∑

1

The fitted simple linear regression model is then:

� � �� �
= + ⋅β β0 1

Where estimators for the slope �β1  and the intercept �β 0  are given as:

�
β1 =

�
���j�
�j�

� �
β β0 1= − ⋅

� �

In Figure 14 we find examples where the leadtime for an observation may be 10

times greater than the leadtime for another observation of approximately the same job

quantity. Leadtime is thus obviously affected not only by job quantity but also by

such other variables as the current situation on the shop floor.15 The estimation of the

                                               
14 Specific details about the simulation experiments are provided in Chapter 6.
15 This observation also illustrates why ignoring current shop-floor load when calculating leadtimes (the
approach of � � ��� ��� � �  capacity scheduling) will generally fail to provide accurate estimates.
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Figure 14: A set of sample quantity-leadtime data for a part type collected during a simulation
run.14 The corresponding linear regression line suggests a positive correlation between
quantity and leadtime.
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regression line is subject to considerable uncertainty, especially when the underlying

data set is small. We accordingly introduce certain additional constraints when

constructing the regression line. The intuitive domain knowledge behind these

constraints is: (1) The leadtime for producing a part will never be less than zero

( ®β 0 0≥ ), and (2) the leadtime will never decrease as the quantity increases ( β̄1 0≥ ).

The JIT-Lead policy will make forecasts for the completion of orders

according to when they are scheduled to complete.

°�± ²�± ³µ´�¶�·¹¸�º�»�¼�½�¾ ¿�½�¼�¾ À�·
»jÁÂ¿�Ã�¶�Ä�Å�¿�¾ Æ�Ç�¼�¾ Å�¿�È�Å�É ¾ Ã�Á�Ê�Ë�Ì�´�½�ÍÎÁÂ¿�Ã�Ï
The JIT-Sync policy describes the simplest form for real time coordination between

supply chain entities. It relies on pure just-in-time coordination. Before an agent

regenerates its schedule, it first incorporates new incoming requests for bid (i.e.,

unresolved issues) into the context. Need dates received from customers become

internal due dates, and promise dates received from suppliers become internal release

constraints. After the schedule has been regenerated, it communicates scheduled start

dates to suppliers (who interprets them as due dates) and scheduled completion dates

to customers (who interprets them as release dates).

The JIT-Sync policy will make forecasts for the completion of orders

according to when they are scheduled to complete.

ÐÒÑ�ÓÕÔ×ÖÒØ�Ù�ÚÜÛÞÝ�Ù�ÖÒß×Ú�à�áÞÙãâ×äÒÝ�à�å�à�Ù�æ

Safety leadtime is defined in the APICS dictionary (APICS 1987) as “an element of

time added to normal leadtime for the purpose of completing a job in advance of its

real need date.”  In a make-to-order environment, it plays the same role as safety

stock in make-to-stock environments. The extra leadtime is inserted into the schedule

to absorb unpredictable future events (such as demand surges and machine

breakdowns) that interfere with the execution of the schedule without missing the

due date. Insertion of safety leadtime will, therefore, increase the robustness of the

schedule. The accuracy of forecasts for completion will suffer if the buffer sizes are

set inappropriately. The size of time buffers to insert is a tradeoff between the

creation of inventory cost (from carrying excessive inventory), tardiness cost (from

jobs completed past the due date), and revenue (for coming up with competitive

promise dates). With too large buffers the promise dates will either not be

competitive, and profitable bids may consequently be lost, or the jobs will be started

too early and hence complete before the due date. In the latter case, assuming that

finished goods will not be shipped to the customer until the negotiated due date, the
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finished goods inventory will thus increase. However, if the buffers are too small,

unpredictable events are likely to make a large percentage of jobs tardy. The optimal

size of the buffers will balance the marginal increase in profit with the marginal

increase in costs.

ç�è é�è êµë�ì�í
î�ï ð�í�ñ�ò�ó�ô�ô�í�õ�í�ö�÷ í�ø�ö�î�ï ð�í�ñ�ò�ø�ù�í�ö�ú�û�÷ ï ü�ý�þ�ÿ�ó�ô�ñ���í�ø�ö��

This policy is based on the JIT-Lead policy, but it allows for safety leadtime to be

inserted. Insertion of safety leadtime is obtained by using superfluous leadtimes

when estimating the due dates. The Buf-Lead policy uses a statistical approach to

determining these leadtimes: If we are able to find the 100(1-α) percent confidence

interval for the leadtime distribution based on historical leadtime data, we can apply

a leadtime for the new bid that contains the confidence interval. Smaller values for α
will then translate into higher safety leadtimes. The following procedure for finding

the prediction interval for future observations is according to Hines (1990).

We start by assuming that the historical data for leadtimes are normally

distributed around the regression line � � �� �
= + ⋅β β0 1 . Now let

( )� �	�
 
 ��
�

= −
=
∑ 2

1

That is, 
�� �  is an estimator of the variance of the distribution of leadtimes. An

estimator of the variance σ2 for �β1  is

� �
σ

β
β
2 1

2
=

− ⋅
−

� �
�

� � ���

The 100(1-α) percent prediction interval � α for a future observation with quantity ���
is given as

� ��� � !
α α σ= ± ⋅−

" "
, /2 2

where

( )# #
σ σ β
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Hence, we can insert safety leadtime by estimating the leadtime from

)*) )
,

+,+.-/ 0 1= + ⋅−2 β σ

where β α= −1 2  is the probability that a future observation will fall below the line

given by 23�4  and 576 −2,β  is the β quantile of the 8  distribution with 9 -2 degrees of

freedom. We will call β the :<;>=@?>;>ACB D E ;  of the leadtime estimate. Figure 15 shows the

same sample data as Figure 14, but it also includes the line for FG H  with the percentile

β set to 0.9. This means that there is a probability of 90 percent that the quantity-

leadtime coordinate for the new bid will fall below the line. Note that the slope Iβ1  of

the regression line is an estimator and, consequently, that the distance from the

regression line to the line for JK�L  is not constant but widens as we move away from M .

This means that the farther we extrapolate outside the range of observations, the

more uncertain is the estimate. In some cases, the resulting leadtime estimate may

become extremely conservative. We have added a rule that identifies these situations.

The rule triggers when Nσ OQP> . Since in these rare cases it is assumed that the

correlation between quantity and leadtime is too uncertain to rely on linear

regression, we estimate the leadtime according to

R
( ) min max

S S ST = − ⋅ + ⋅1 β β
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Figure 15: The sample data of Figure 14. The line for 90 percent confidence level may be
interpreted as the line for which there is a 90 percent probability that the quantity-leadtime
coordinate for a new bid will fall below the line.
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where n min is the shortest leadtime and o max is the longest leadtime within the set of

observations.

The Buf-Lead policy will make forecasts for the completion of orders

according to when they are scheduled to complete.

pCq rCq rtsvu�wyx�z {|w>}�~����7�7w>�>w>�|�������>u��>�C��z �>�Cx�z �C�|���C� z �7�����v���7}��������>�

The Buf-Sync policy is based on the JIT-Sync policy, but it also includes the

insertion of safety leadtime. Our approach is to insert safety leadtime into the

connectors between agents (see Section 4.4). The amount of safety leadtime to insert

depends on the amount of uncertainty to absorb. Safety leadtime is inserted in the

following three situations:

•  When a supplier promises a completion date, the customer will insert a time

buffer of safety leadtime between the promised completion and the scheduled start

of the activity.

•  When a customer requests a part by a certain date, the supplier will insert a time

buffer of safety leadtime between the internal due time and the requested date.

•  A forecast for the completion of an order will be made by adding a time buffer of

safety leadtime to the scheduled completion of the job.

The first two situations are in accordance with the principle of honesty and faith

between agents (discussed in Section 3.4.5). The agent that is the source of the

communication sends true information: “This is when I will deliver it according to

current schedule,”  “This is when I will need it according to current schedule,”  and it

is up to the receiving agent to make sure it is satisfied: “To be sure the part has

arrived when the activity starts, I will wait one day,”  “To be sure I can deliver by the

requested time, I will try to schedule the part to be ready at least one day before.”

Intuitively, there will be more unpredictable events to handle the farther into

the future we look. Appendix B includes a discussion of the amount of safety

leadtime to insert under different circumstances. It suggests the use of an “S-shaped”

padding function that returns only a small time buffer for values close to current time

but converges asymptotically to a maximum time buffer size for large values. This

method will be used by the Buf-Sync policy.
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Figure 16: An “S-shaped” function for time buffering.
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Bid refusal policies assume that a manufacturer will only submit a bid if there is

reason to believe that the bid contributes to a marginal increase in profit. The policies

include a “what-if”  check to find the costs associated with the bid. A bid will only be

submitted if the revenue associated with the bid is greater than the expected costs,

that is, if the sales revenue exceeds the sum of expected holding costs and expected

tardiness costs (penalty for completing the order past the date requested). The

expected costs ÆÇ  for the bid are given as

( ) ( ) ÈÊÉ ËÉÉÈÊÌ ËÉÉÍÎ Ï Ð ÑÒ Ó ÔWÕÒ Ó ÔWÕÏ Ð ÑÖ Ð ×�Ø ⋅−+⋅−+= ˆ,0max)ˆ,0max(ˆˆ

where ÙÚ�Û Ü Ý�Þ
 is an estimate for the leadtime, ßà7á â ãåä  is an estimate for the completion

time, æ ç è é  is time requested by the customer, êÊë ì  is the marginal inventory cost, andíÊî ï  is the marginal tardiness cost.

ðCñ òCñ ótôvõ�öy÷ ö>øCù�ú�û ü|ö>ý�þ�øCÿ@ö>ù|þ�û ù��>ö�����ÿ@øC÷��	�C÷ û 
��
���vö>øCù�ý��Êö����

This policy is based on the Buf-Lead policy but includes the possibility of refusal by

the supplier if there is reason to believe that the bid will not contribute to a marginal

increase in profit. Leadtimes and due dates are estimated based on historical data.

Forecasts for order completion are made according to when they are scheduled to

complete.
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This policy is based on the Buf-Sync policy but includes the possibility of refusal by

the supplier if there is reason to believe that the bid will not contribute to a marginal

increase in profit. Forecasts for order completion are made by adding a time buffer to

the scheduled completion of the jobs.

7�8 9�8 9�:�;	<�=�> ?	> @�<�A�B�C	B�A�> @ D!E�F	B�G+<�H�F	> H�I�<�=�J	G+B�K�C	L�K > A�D
M�N!O5P	E�Q5<�=�R

In some companies the sales department may have access to a finite capacity

scheduling system for “what-if”  scenarios, such as prediction of the completion date

for new requests for bid. A bid request may therefore be checked for capacity

constraints in the local (first tier) entity in order to estimate the delivery date. Local

release constraints are estimated based on historical leadtime information for

suppliers the same way as for the Lead-Ref policy, but the leadtime within the first

tier entity is the leadtime found by considering the actual capacity and load. This

policy thus represents an intermediate level of sophistication when compared with

the Lead-Ref and the Sync-Ref policies. Forecasts for order completion are made

according to when they are scheduled to complete.

SUTWVYX[Z�\U]_^a`cbedgfUh�beigb�jU\Uh�^afUh�^a\Uilkg\Uma^an�^ab�`

The policies presented so far assume that due dates requested by the customers are

non-negotiable. It might just as well be the case that a customer is open for

negotiation when he learns that the bid cannot be completed as requested. It is also

better for the supplier’s long-term reputation to provide such information up front

rather than to let it come later as a surprise to the customer. We assume that the

supplier will never refuse to submit bids even when they are expected to be tardy, but

will instead include in the bid a conditional acceptance subject to a revised promise

date. If the bid is accepted by the customer, the promise date will become the new

due date.

We will first assume that the customers automatically accept all due date

changes that result from the bid negotiation process (as if the manufacturer is in a

monopoly situation). A version where suppliers are in competition is presented below

in Section 5.4.4.
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This policy is based on assumptions similar to those of the Lead-Ref policy, but

instead of sometimes refusing to submit bids, it includes the possibility of promise

date negotiation with the customer when there is reason to believe that the requested

parts cannot be available until later than what is requested. The revised promise date

will always be accepted by the customer.

��� ��� �����	����� �	� ���������	����� � �!���	���+�����	������� �+���	�������	�� ������ ����� �����	��¡ � ���
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This policy is based on assumptions similar to those of the FCS-Ref policy, but

instead of sometimes refusing to submit bids, it includes the possibility of promise

date negotiation with the customer when there is reason to believe that the requested

parts cannot be available until later than what is requested. The revised promise date

will always be accepted by the customer.

¨�© ª�© «�¬�­	®�¯�°!±	²�­	³�´�±	µ ¶�·�¸�µ ´�±	¹�º	·�¯+®�»�¼	³�´�½�µ ¯+®�»	·�¸�®�±	®�¾�´�¸�µ ·�¸�µ ´�±�¼	´�¿ µ ²�°
À�Á3°!±	²�¹�Â5®�¾�Ã

This policy is based on assumptions similar to those of the Sync-ref policy, but

instead of sometimes refusing to submit bids, it includes the possibility of promise

date negotiation with the customer when there is reason to believe that the requested

parts cannot be available until later than what is requested. The revised promise date

will always be accepted by the customer.

Ä�Å Æ�Å Æ�Ç!È�É�Ê�Ë Ì+Í�Î	Ï�Ð�Í�Ñ	Í�Ò�É�Ð�Ë Ï�Ð�Ë É�Ñ5ÓgË Ð�Ô�Õ�É�Ê�Ö	Í�Ð�Ë Ð�Ë É�Ñ

The bid negotiation processes of the Lead-Neg, FCS-Neg, and Sync-Neg policies

assume that the customer always accepts the delivery date that the supplier proposed.

This may not always be true. In Section 3.1 we discussed the importance of

maintaining multiple sources of supply as well as the ability to easily switch between

suppliers as two of the five bargaining forces for customers. A customer may be

likely to request bids from several alternative suppliers when the negotiation process

is similar to the example outlined in Section 4.5.
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We have created a new scenario that takes this into consideration. The

negotiation process is shown in Figure 17. The nature of competition is assumed to

be as follows:

•  A bid that meets the date requested by the supplier will always be accepted.

•  The chance of losing a bid increases as the difference between the revised promise

date and the date requested by the supplier increases.

•  The higher the price the customer is willing to pay, the stronger the competition is

among suppliers. The chance of losing a bid therefore increases with the sales

price.

These assumptions are modeled as follows: Let ×ÙØ Ú Û  be the date requested by the

customer, ÜÝ�Þ ß àâá  be the time promised by the supplier, and ãÙäæå ç ç  = èé�ê ë ìâí - îÙï ð ñ  be the

difference. Furthermore, let òôóæõ ö ö  be given as

÷ ø ù
ø ù

úÙû ü ü úÙû ü üþý�û ú
ÿ�� � ü�û � �Ùý�� � � � �=

⋅
⋅

where 	�

� �  is the sales price for the bid, � ��� � ��� � ���
� �  is the maximum profitable tardiness,

and ���  !  is a constant indicating how much the customer is inclined to reject bids that

are promised later than requested. The probability "$# % &  for a bid to be rejected is then

given as

Bid construction

Receiving the 
request for bid

Announcement of 
request for bid

Specif ication of 
bid

Bid submission Bid collection

Bid evaluation

Bid aw arding 
announcement

Bid aw arding 
reception

Execution of order

Cancellation of bid

Winner

Loser

 Customer  Supplier 

Figure 17: The bid negotiation process for suppliers in competition.
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The three promise date negotiation policies when under competition are therefore:

•  Lead-Neg/C — the Lead-Neg policy under competition

•  FCS-Neg/C — the FCS-Neg policy under competition

•  Sync-Neg/C — the Sync-Neg policy under competition
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Chapter 5 proposed a number of different policies applicable within certain

environments. Certain of these policies realize our ideas about how supply chains can

be ideally synchronized, while other policies establish baselines for comparison. We

want to create experiments that make it possible to compare the performance of these

policies and enable us to draw conclusions under various conditions.

This chapter is organized as follows: We will first define the scope of the

experiments with respect to assumptions made and evaluation criteria used. The

supply chain simulation testbed will then be described. Finally, we will present our

experiments with the corresponding results. We will first study a two-tier supply

chain configuration with one supplier and one customer. Once the validity is proven

for this simple configuration, and once we have fine-tuned the coordination

parameters, we will apply the policies under different supply chain configurations.

The empirical evaluation ends with a study of the sensitivity of the various policies

with respect to changes in external conditions.

Due to the large number of experiments generated, we have moved the

detailed and complementary information, such as how each of the experiments was

set up and the parameter settings, to Appendix A, while certain experimental results

of subordinate or indirect importance are found in Appendix B.

021436587:9<;>=@?2A:9<?2BDCE7:9<9@FGA:9@H@IKJL9@M:CE;

Our experiments are based on the following assumptions:

•  The supply chain is assumed to rely on a just-in-time and make-to-order mode of

production. There is no stock or buffers of intermediate or finished products and

no forecast module to start production ahead of order arrivals. These assumptions

may be genuine when the product mix (or level of customization) is high and the

demand for each product is highly unpredictable, as is the case for some discrete

part manufacturers. See, for example, Bielecki and Kumar’s (1988) analysis of the

optimality of inventory policies for conditions under which the zero-inventory

policy may in fact be optimal.

•  Agents in the most upstream tier have an immediate supply of raw material, for

example, from outside sources with ample stock. This assumption does not reduce

the generality of our experiments. We could simply add another tier of suppliers
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ahead of this tier if we wanted to model uncertainty in its supply (a two-tier

supply chain where the upstream tier has uncertainty in the supply could

experimentally be modeled as a three-tier supply chain configuration).

•  Production is subject to unreliability due to resource breakdowns and variations in

processing times.

•  Orders are never canceled after all parties have accepted them.

•  There is no rework, scrap, or rejection of shipped parts, for example, due to

quality inspections. However, rework that takes place at the same workcenters

where the deficiency was introduced may be modeled as loss of capacity. Such

losses of capacity are modeled as resource breakdowns. Separate workcenters for

rework (and corresponding delays) are not modeled.

•  There is no use of overtime work or subcontracting to catch up with tardy jobs.

Although this would exacerbate differences between policies, it is realistic given

that overtime and subcontracting do entail overhead costs of their own.

•  Resources are always present and available. They are either used for the

processing of some activity, idle because there is no job waiting to be processed,

or subject to a breakdown (i.e., loss of capacity).

•  Process plans within individual entities are linear. Even though our modeling

framework supports assembly type of process plans, the current version of the

problem generator does not. However, we do model assembly activities with the

limitation that all required raw materials must be present before starting the first

activity in the process plan, as is the case where N�O P P O QER is used.

•  Execution of activities is in accordance with the latest released schedule, that is,

the job among waiting jobs selected for execution is the one that is scheduled to

take place first. Activities are allowed to start earlier than scheduled if material is

available except for the first activity of the most upstream entities, which cannot

be started ahead of schedule.

•  There is full honesty between the coordination agents, that is, the information that

is passed between agents is always correct and no information is withheld or lost.

This is based on the assumption that agents believe that the exchange of truthful

information will be for their own long-term benefit (see Section 3.4) and that the

protocol used for message passing guarantees that the message will arrive to the

recipient.

•  Transportation leadtimes are assumed to be zero. However, we claim that adding

transportation resources and activities to the model (or simply modeling

transportation as a time delay) would not significantly change the nature of the

experiments. This would be equivalent either to adding an extra tier in the supply

chain or to adding extra steps in the process routings.
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•  Schedules are regenerated each day within all agents. A schedule synchronization

controller (to be presented in Section 6.3.3) is used to enable schedule consistency

across the supply chain.

•  For practical reasons, the requests for bid are collected and processed only once

per day, that is, right after all schedules have been regenerated. The coordination

policies that check the potential bids for capacity do so by scheduling the bid SETU SWVXS.Y  the existing schedule and, hence, without altering what has already been

scheduled. A scenario where we allowed bid requests to be managed as they arrive

would experimentally behave, therefore, quite similarly.

We are aware that the assumption that “ there are no stock or buffers of intermediate

or finished products”  is quite unorthodox. We have gained some initial insight into

how stocks could be maintained by ZE[�\ ]W^_[�Z`]Eababc dEeEfg[�eEh  of supply to demand. This

subject is presented in Section 7.2 as a topic for future research.

i2j4k6lnmpo2qKr:o2sEtKu2vwu2xDy>r:z:z:q|{L}@~:o2tKvwz:�@�@xEu2�@�Lo2v:}@�

A successful company is a company able to make money, both in the short and long

run. Companies thus have multiple objectives that they try to balance. For the

purpose of this study, we define short-term profit as the difference between revenue

(through sales) and costs. Long-term revenue is maintained through customer

satisfaction, that is, the ability to deliver the right products, in the right quantities,

and at the right moment. Costs are kept low by maintaining an effective production

system. Thus, the four objectives of “deliver the right products,”  “deliver the right

quantities,”  “deliver at the right moment,”  and “minimize costs”  are what we call the���E�����E�b�E� ���E�.������� � ����� , and overall performance should be evaluated in relation to

them. Supply chain performance will affect corporate objectives in several ways. One

way to connect supply chain performance to the corporate objectives (based on

NEVEM 1989) is shown in Figure 18.

Figure 19 shows another version of a performance model. This model was

derived as part of a productivity program in Norway called TOPP (Bredrup 1995). It

gives performance as a three-dimensional model where the overall performance is the

result of performance along the three dimensions:
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•  Effectiveness — to what extent are customers’  (and other stakeholders’ ) needs

met?

•  Efficiency — how economically are the resources of the company utilized?

•  Adaptability — to what extent is the company prepared for future changes?

Even though this performance model is derived for assessing a company’s

performance, it also makes sense to define supply chain performance in a similar

way. In our experiments we evaluate benefits of scheduling and supply chain

coordination at the operational level. Variables such as sales price and cost of raw

materials are thus considered as given. In addition, we ignore aspects relating to the

quality of goods delivered.

We have found that the measurement of the performance of individual entities

is difficult in our model since we consider price to be fixed, and since the

synchronization policies constantly change the due dates for upstream entities during

the execution of contracts. Therefore, the supply chain will be evaluated with respect

to overall performance (i.e., social welfare, see Section 3.4.2), the implicit

assumption being that rewards are equitably shared between the parties involved.

We will assume that the short and long-term objective of a supply chain is

profit maximization. Let ���  be the set of all orders known at time � , � �� �⊆  the set

of all completed and shipped orders, ���  the revenue for order � , and ���  the costs for

order � . The overall profit �  at time    is then defined as:

¡ ¢ £¤ ¤¤_¥¤_¥ ¦§= −
∈∈
∑∑

The right 
products

In the right 
quantities

At the right 
moment

At minimal 
costs

Flexibility
Delivery 
reliability

Delivery time/ 
lead time

Inventory levels

Number of  bids accepted 
Percent rejected parts

Percent tardy orders 
Average w eighted tardiness cost 
Completion forecast accuracy 

Average lead time 
Average response time

Average w ork-in-process 
Average w ork-in system

Figure 18: Mapping supply chain performance to corporate objectives.
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Profit is thus given as the difference between sales revenue and costs. Revenue is

acquired through deliveries of completed orders to customers. The cost for order ¨ is

given as

( )© © © ©ª ª|«¬ ª ­ ® ¯ ª.«ª °.± ® °|² ³�´ µ«$¶ ª ² ·.´ ¯.ª °.® ¸ ¸¹= + +
∈
∑ , ,

where º`»  is the set of items required, ¼¾½ ¿ À.Á Â ½ Ã.Ä Å Å is the tardiness cost, ÆÈÇ|ÉÊ Ç Ë Ì Í, is the fixed

cost, and Î¾Ï|ÐÏ Ñ Ò Ó Ñ Ô Õ Ö ×,  is the inventory cost for item Ø . The fixed cost is the cost for

acquiring the item. Inventory cost may be due to interest on work in-process and

finished goods inventory, the increased risk of obsolescence, etc. Tardiness cost may

be due to late delivery penalties, interest on delayed revenue, loss of customer

goodwill, etc. Inventory cost and tardiness cost are assumed to be linear. Inventory

cost is proportional to the amount of time inventory is carried and tardiness cost is

proportional to the amount of time orders are past due, that is:

( )( )
( )

Ù Ú�Û Ü ÝÞÝ Ý
Ù ÚgÝ Ü Ý Ý
ß.àß á.â ã á|ä å�æ ç à ß èéß ê ß|à
ß ä ë.æ ì.ß á.ã í í ß ß èîß ê
, ,max ,

max ,

= ⋅ −

= ⋅ −0

where ïgð ñ�ò  is the marginal contribution to the inventory cost per time unit item ó  is in
the system, ô
õ ö  is the completion time for order ÷ , ø
ù ú  is the due date for order û , ü|ý þ ÿ  is
the time when item �  was utilized by order � , and ��� ���  is the marginal contribution of

tardiness cost per time unit that order �  is tardy.

Figure 19: A performance model indicating that the overall performance is
the result of performance along three orthogonal dimensions.
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Another performance metric is customer service, which can be measured as

the accuracy of forecasts of completion times (or promise dates). This relates to the	�

��������	������ � � ���  function of a company, that is, the ability to follow up on open orders

before the scheduled delivery date in order to ensure timely delivery (of the specified

quantity). If the forecast accuracy is high, bid proposals become reliable, orders that

are slipping can be identified, and actions can be taken to reduce the severity of the

problem (e.g., increasing the capacity of bottleneck resources, or informing the

customer about the expected delay). Forecasts of order completion are collected on a

daily basis and stored with the order. Once the order is completed, the forecasts can

be compared with the actual completion in order to find the corresponding forecast

errors. The forecast error �����,  made �  days before completion for order �  is given as:

 ! !"�# "�#$ " $
, ,

%
= −

where & ,

'�(�)*
 is the forecast estimate made +  days before completion for order , . The

averages and standard deviations for -�.�/,  (grouped by 0 ) can then be obtained at the

end of the simulation run.

Profit and forecast errors are the primary metrics for evaluating the policies.

We will however also make use of other common performance metrics, such as

number of tardy orders, utilization of bottleneck resources, and average leadtime.

Table 3 defines the various abbreviations that will be used to report the experimental

results.

132�2�4
5�6�7 8�9 7 :�;=<>5 ?@7 ;A7 9 7 :�;
BDC E�F

The total number of requests for bids received.GDH
The percentage of bids refused or rejected.IKJ�LNM�O
The total number of orders completed.PAQ�R
SUT
The total number of orders completed tardy.VNW
Average utilization of the most utilized resource.XAY�Z�[
Average number of hours from the start of the first activity until

the completion of the last activity within the supply chain.\^]`_
Average due date adjustment made as part of the bid negotiation

process.a�bdc
The total in-system inventory cost (including both work-in-process

and finished goods inventories).egf^h
Total tardiness cost.iDj�k�j�l�m�j
Total revenue from completed orders.nDo
p`q�r s
The difference between tDu�v�u�w�x�u  and the sum of y�zd{  and |g}^~ .

 Table 3: Performance measurement abbreviations used to report experimental results.
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��� ��� ���A������� �
��� �����������A��� �A���A���
To draw conclusions from the experimental results, we will perform ��� ������� �
�K� �
������ �����
� � ���  of the coordination policies. For any pair (�N� ,  �¡ ) of policies, the

comparison will establish the level of statistical confidence that ¢N£  will result in a

higher profit than ¤�¥ . Each coordination policy has been simulated in a series of

randomly generated experiments. Because of the randomness of the experiment

generator (to be described in Section 6.3.1.1), the experiments will differ with respect

to resource requirements. The average profit will, therefore, vary depending on which

of the generated experiments we are simulating. The variance reduction techniques

(to be described in Section 6.3.1.3) will help identify differences in observed

performance for different policies applied to the same experiment due to differences

in the policies. For each of the experiments, we have thus calculated ¦¨§  as the

difference between the profit when using ©Nª  and the profit when using «�¬ . Therefore,

the confidence level for the hypothesis that ­N®  will result on average in a higher profit

than ¯�°  is given as the probability that the mean of the difference distribution is

positive. The following is the theory necessary to establish the level of confidence.

Suppose that we have obtained ±  random observations ²�³ ´¶µ·´¹¸Aº  from a

statistical distribution with unknown mean µ and unknown variance σ» . The sample

mean ¼µ  and sample variance ½σ 2  of a statistical distribution can be estimated as

¾
µ = ⋅

=
∑1

1
¿ À�ÁÁ

Â

Ã
( Ä )σ µ2 2

1

1

1
=

−
⋅ −

=
∑Å ÆDÇÇ
È

The sample mean represents a random variable itself. The variance of Éµ  is estimated

as

( ) ( )
ÊÌË�Í Î Ï ÏÎÐÎ ÑÑ

Ò
Ó Ó ( )

µ σ= =
−

⋅ −
=
∑2

2

1

1

Thus, by running a large number of simulations, the variance will approach zero and

the sample mean will converge to the real mean. In our case, we will have a relatively

small number of observations assuming that Ô¨Õ  is a random variable from the normal

distribution N(µ,σÖ ) and that ×`Ø  is given as
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( )
Ù Ú�Û�ÜÝ = −

Þ
Þµ µ
µ

The random variable ß`à  follows a á  distribution with â -1 degrees of freedom, denotedã`ä�å æ
. The level of confidence for µ < 0 is now given as

( )
ç è é ê�ëì( )

í
íµ µ
µ

< =










−0 1

The α percent confidence interval, î α, for µ is the interval that with a probability of α
percent contains µ. The interval is given as

( )ï ð ñÌò�óôα αµ µ= ± ⋅− −

õ õ
, /11 2

where ö�÷ − −11 2, α  is the 1 2−α  quantile of the ø  distribution with ù -2 degrees of

freedom

úüûþý ÿ �������	��
��	
����	�����������������

The use of simulation for understanding issues of strategic organizational decision-

making has gained considerable attention and momentum in recent years. In Feigin ���
��� �  (1996), Kumar ��� ��! "  (1993), and Towill #�$�%�& '  (1992), simulation is used to

evaluate effects of various supply chain strategies on demand amplification.

Tzafestas and Kapsiotis (1994) utilize a combined analytical/simulation model to

analyze supply chains. Swaminathan (1996) utilizes simulation to study the effect of

sharing supplier available-to-promise information.

The approach taken in this dissertation is to use discrete event simulation to

compare the performance and appropriateness of different supply chain coordination

policies under various conditions. The simulation testbed consists of a (*),+�-�. /�0
1 /�2�/�),3�4 +�)  and a 5,6 798�: ;�< =�> . We have used these two modules to generate a number of

problems that aim to be representative of real-world problems and to simulate

operations across the supply chain while relying on different policies. Simulation is

not the primary focus of this dissertation but is merely used as a mean to evaluate and

compare different policies. Accordingly, we limit ourselves in this section to those

aspects of the simulation testbed that one would need to be aware of in order to

replicate our experiments.
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?�@ A�@ BDCFE�GFH�I�J�KLE�M*H�N�OFPFE�QROFJ�K,K

We have divided sources of randomness into two categories: randomness in the

problem generator and randomness during simulation.

S�T U�T V�T VDW9X�YFZF[�\RYF]�^,^L_ YR`baF]dcFe�[�fFg ]�\ih�]�YF]�e�X�`b[�e

The problem generator generates stochastic variations of supply chain models. The

range of variations is controlled by the parameters listed in Table 4 and the

distributions are given in Table 5. The problem generator models the supply chain as

a hierarchy of objects, where the top level is the supply chain itself. The supply chain

is divided into a given number of j k l�m,n , and each tier contains a given number of

supply chain entities modeled as o�p�q�r�s t . The supply chain also includes a given

number of final u*v,w�x�y�z�{ | . The tiers are ordered in such a way that the first tier

produces the final products and requires intermediate products (e.g., sub assemblies)

from the second tier, the second tier produces intermediate products for the first tier

and requires intermediate products from the third tier, etc., until the last tier that is

assumed to have instantaneous access to unlimited quantities whenever needed. The

parts produced by a given tier are distributed evenly among its internal agents. Each

agent includes a given number of },~��,����},��~��  that are required to produce a product, as

well as a minimum and maximum number of steps in its process plans. For each

resource the minimum and maximum processing time per item are defined. Finally,

for each product the minimum and maximum marginal inventory cost per item are

given. The grammar for specifying the input model is provided in Table 26 of

Appendix A.

���������R���b��� �����R�F���
Number of tiers in the supply chain -

Number or agents in a supply chain tier -

Minimum marginal inventory cost per item �9� ����� � �min

Maximum marginal inventory cost per item �9� ����� � �max

Number of resources in an agent  ¢¡ £ ¤
Number of different products ¥§¦�¨ ©bª
Minimum number of activities in a process plan «­¬ ®min

Maximum number of activities in a process plan ¯­° ±max

Minimum number of raw materials needed by a process plan ²´³¶µ¸·min

Maximum number of raw materials needed by a process plan ¹¢º¶»¸¼max

Minimum unit duration on a resource ½­¾ ¿min

Maximum unit duration on a resource À­Á Âmax

Table 4: Parameters for the problem generator.
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The supply chain simulator generates random variations of events during simulation.

These events represent stochastic introduction of resource breakdowns, stochastic

variations in processing times, and stochastic order arrivals. The range of variations

is controlled by the parameters listed in Table 6.

The arrival of incoming requests for bid is assumed to be a ÖØ×�Ù Ú,Ú,×�ÛFÜdÝ,×�Þ�ß�Ú,Ú , that is:

1. Requests for bid arrive one at a time.

2. The number of arrivals for a period is independent of the number of arrivals in

previous periods.

3. The distribution for the number of arrivals per period is independent of time.

                                               
16 We will avoid reentrant process plans whenever possible by removing the resource assigned to an
activity from the set of resources to select from for subsequent activities.

à9á�âFãFä�åiæ âFçFèFéëê�á�ì�æ á�íFî ï ð9æ ñ,ébì�æ íFèFébæ ä�â
Product assignment to an agent ò ó,ô�õ�ö�÷�øùô ôú ûýü þýÿ þ= ({ , , } )1 �
Number of activities in a process plan � ����� �����
	�� �� 
 � 
�� 
= ( , )min max

Resource assigned to an activity16 { } { }),,\,,(
111 −

= �� � �� ��� � ����� � � � � �� ��
Nominal processing time per part � ����� �����
 !� �" # " #$" #= ( , )min max

Marginal inventory cost per part ),( maxmin %'& ( )%'& ( )%'& ( ) *,+ -*,+ -.�/�+ 0�1�2
**,+ - =
Table 5: Summary of probability distributions used by the problem generator. The
distribution denoted “random” selects a random element from the set, and “uniform” selects
a value from the uniform distribution.

354�674�8:97;<976 =?>58:@BA�C
Average number of incoming requests for bid per period DFEHG I
Minimum number of items requested in a bid JLKHM Nmin

Maximum number of items requested in a bid OLPHQ Rmax

Minimum sales price per item S,THU Vmin

Maximum sales price per item W,XHY Zmax

Average offset from current time for requested due dates [<\
Range for actual duration relative to nominal duration ]_^ `badcfe
Mean busy time to failure gbhji k l
Mean time to repair m<n o prqHs n
Table 6: Parameters for the simulation testbed.
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Since the average number of arrivals per period is assumed to be known, we can

apply the Poisson distribution in order to generate the number of arrivals for a period.

The range of variation of incoming requests for bid is due to a number of

factors, such as what item is requested, in what quantity it is requested, and by when.

We have also assumed that the sales price per item for a part may vary from bid to

bid. This may be due, for example, to the use of price differentiation in the sales

department. The item requested is assigned randomly from the set of items available.

The quantity requested is assumed to be uniformly distributed between a minimum

and a maximum quantity. The maximum quantity could, for instance, be the result of

historical considerations or economic considerations. For the due date requested by

the customer, we have assumed a uniform distribution relative to the arrival time of

the requests for bid (i.e., relative to current time, tju ). We are aware that the actual due

date distribution might be different in some environments, such as when leadtime

estimates are periodically distributed to potential customers. However, it is our

experience in simulating various distributions (e.g., exponential distributions) that

the behavior of the system depends more on the average value of the requested due

date than on the specific shape of the distribution.

For the actual duration of activities we have assumed a v�w7x y  distribution, its

mean value being set to the activity’s nominal duration.17 This distribution is

commonly assumed, for example, in the PERT method developed by the US Navy in

1958 (Miller 1963). By applying the nominal value as the mean for the distribution,

we assume that the nominal value is obtained as, for example, the average of a

number of previous runs. It is important to note that the mean does not correspond to

the “most likely value”  for skew-symmetric distributions. The nominal value should,

therefore, never be selected as the duration for “ ideal execution”  or as the “most

likely value”  since this would make the schedule unrealistic.

One of the most important sources of uncertainty in many manufacturing

environments is associated with machine breakdowns (unscheduled downtime).

Random breakdowns result from such events as actual machine failures, parts jams,

and broken tools. The percentage of capacity lost due to breakdowns is normally

given in the form of mean-time-to-failure (the average zj{}| ~ �,�  between two

consecutive breakdowns) and mean-time-to-repair (the average time from the onset

of a breakdown until the resource is back in operation). In reality, the frequency of

breakdowns depends on the utilization of a resource rather than calendar time.

Breakdowns are rarely introduced when a resource is idle. By monitoring how much

                                               
17 Other distributions suggested for modeling activity duration are ���������  and ���
�������d���7�  (the
logarithm of the normal distribution). All these distributions share the common trait of being skew-
symmetric, but while the Beta distribution is limited by a maximum value, the Gamma and Lognormal
distributions are unlimited.
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a resource is utilized between two consecutive breakdowns, we can instead obtain

data for estimating the distribution of busy-time-to-failure.

The gamma distribution is often suitable as an approximation to both the

time-to-failure and time-to-repair functions due to its flexibility (i.e., the fact that its

density can assume a wide variety of shapes). Law and Kelton (1992) suggest the use

of the gamma distribution with a shape parameter α �  = 0.7 in order to approximate

busy-time-to-failure and a gamma distribution with a shape parameter α �  = 1.4 in

order to approximate time-to-repair in their simulation studies of manufacturing

systems. We have chosen to model breakdowns according to these guidelines (see

Figure 20). The mean of the gamma distribution is the product of the shape parameter

α and the scale parameter β. The scale parameter must, therefore, be given as β =

µ/α. in order to ensure that the gamma distribution has its mean at the intended mean

µ.

We have now defined the probability distributions assumed for each of the

random input variables. The resulting distributions are summarized in Table 7.

0
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gamma(0.7,1.0)

gamma(1.4,1.0)

Figure 20: Standard gamma distributions with shape parameters 0.7 and 1.4.
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Requests for bid per period ( )¦ §�¨�© ª
ª
¨�¦«¦¬H­ ® ¬H­ ®=
Customer’s requested due-date ¯ ¯ °�±�² ³?´�µ
¶ ¯· ¸ ·= + ⋅( ,20 )

Requested quantity for a bid ( )maxmin , ¹Hº »¹Hº »¹Hº » ¼¼½�¾�¿ À�Á�Â
Ã¼ =
Requested item for a bid Ä Å
Æ�Ç�È�É�ÊÌË ËÍ'Î Ï Ð Ñ= ({ , , } )1 Ò
Sales price per item for a bid Ó Ô�Õ�Ö ×?Ø_ÙfÚ�Ó ÓÛ'Ü Ý Þ ß Û'Ü Ý Þ ßàÛ'Ü Ý Þ ß= ( , )min max

Actual duration for an activity )0.3,5.1,21,1( á âjã ädåá âjã ädåæHç èé êé ê ëëì�í7î ïðñë ⋅+−⋅⋅=
Busy time to failure ò ó�ô�õ,õ,ô òöj÷ ø ù öj÷ ø ù= ( . , . )0 7 0 7

Time to repair ú û�ü�ý,ý,ü úþ ÿ ����� þ þ ÿ ����� þ= ( .4, .4)1 1

Table 7: Summary of probability distributions used to generate random input during
simulation. The distribution denoted “random” selects a random element from the set.
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If we can somehow reduce the variance of an output random variable of interest

without disturbing the expectations, we can obtain greater accuracy, that is, smaller

confidence intervals, for the same number of simulation runs. Such techniques to

improve the statistical efficiency of simulation are called ������� �� �!�"#��"�$�%�!�& � '� 
& "�!�(� �� )�%�"�*  (Law and Kelton 1992).

An effective variance reduction technique that applies when we are

comparing alternative policies is reduction through +�,�-.-.,�/10�2�/�3�,�-#/�4�-.5�6�0�7 . The

basic idea is to simulate the alternatives under similar experimental conditions so that

we can be more confident that any observed difference in performance is due to

differences between the coordination policies rather than to fluctuations in the

experimental conditions. In our experiments, these conditions are the generated

random variates used to drive the model through simulated time.

In all cases where we are comparing alternative policies, we have made use of

variance reduction through common random numbers in the following way: The

random number generator we have implemented is based on a linear congruential

algorithm (Sun Microsystems 1993). Consequently, it generates sequences of

pseudo-random numbers, where a sequence is predetermined by the initialization

entry point (or seed). We have used several independent random number generators,

operating simultaneously, each of which is responsible for generating random

numbers for a specific class of input random variate. In this way, we have been able

to recreate similar experimental conditions for a class of events by re-initializing the

corresponding random number generator before the simulation of each policy. The

classes of events subject to variance reduction are:

•  Arrival of requests for bid — Each policy is subject to identical sets of requests

for bid, that is, the same number of requests arriving at the same time, and the

requests are identical with respect to requested item, requested quantity, sales

price, and requested due-date.

•  Introduction of resource breakdowns — Each policy is subject to identical

patterns of resource breakdowns, that is, identical sets of busy-time-to-failure and

time-to-repair will be generated for each resource.

The sequence in which activities are executed on a resource depends on the

coordination policy that is applied. Variance reduction with respect to deviations in

activity duration has, therefore, not been enforced.
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The N O OQP R�P N�S�RUT  V  of a resource is defined to be the long-run proportion of potential

processing time (i.e., parts present and resource not blocked by breakdowns) during

which the resource is actually processing parts. It is given by

W X
X X

Y�Z [ \
Y�Z [ \^] _ `�a�b ]=

+

where c�dfe gh  is the mean-busy-time-to-failure and i�j k l�mfn j  is the mean-time-to-repair. The

efficiency is thus a measure of the importance of breakdowns. The number of

activities introduced on resource o  per bid may be estimated as

pq r st u v wft xyt wft x= ⋅

where z�{ | { } is the fraction of bids that will introduce an activity on resource ~  and ���f� �
is the average quantity in a request for bid. The nominal load ��� �  is the portion of

time when resource �  is available for processing that it is expected to be busy:

� � ������� � � � ��� ���� �
�=

⋅ ⋅
⋅

�

where �L�f� �  is the average number of requests for bid per period, �L� �  is the average

unit duration on the resource, and  ¢¡  is the duration of a period. We will later

simulate the different coordination policies subject to variations in nominal load in

order to determine the policies’  applicability and sensitivity to such variations.

£�¤ ¥�¤ ¥=¦?§�¨�©�ª�§�¨�«�¬�­ ¨�©f®°¯�ª�§�±�²�¯�³ ´�µ�¶�³ ²�¯Dª�²�¯�¶�±�²�­ ­ ¨�±

The simulation testbed includes a schedule synchronization controller that enables

the creation of schedules which are consistent across the entire supply chain. The

controller is responsible for triggering schedule regeneration by individual agents in

the sequence that is the most effective to achieve consistency between schedules.

Whenever called upon, it initiates the regeneration of schedules in a two-pass

sequence across the supply chain, first backward then forward. The backward pass

ignores release constraints due to material flow over the supply chain. The forward

pass is required whenever there are conflicts between the newly generated schedules,

and the schedules are again regenerated taking these constraints into account.
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The use of a controller is not completely in line with the agent autonomy that

we strongly advocated in earlier chapters since individual agents are not allowed to

regenerate their schedules asynchronously. In the MASCOT architecture, however,

the tasks of the controller could be assigned to the high-level coordination agents,

thus being applied within the boundaries of an organization. The use of the controller

can also be thought of as a representing a policy where every individual agent strives

to achieve consistency as soon as it detects inconsistencies with his supplier or

customer’s schedules.

The reference policies do not exchange synchronization information and,

consequently, they only require a single pass to regenerate their schedules.

·�¸ ¹�¸ º=»�¼�½ ¾�½ ¿�À ½ Á�¿�¾�½ Â�¼

The policies are compared based on their Ã�Ä Å�Æ�ÇÉÈLÊ�Ã�Ä Æ�Ä Å  performance. Since a

simulation starts with empty schedules in all entities, a Ë?Ì�Í�Î.Ï�Ð�Ñ
Ñ�Ò�Í�Ó Ô�Õ  is therefore

necessary for the system to move into a steady state, during which no performance

statistics are collected. The reference policies rely on historical leadtime information

to set due-dates internally within each entity (see Section 5.1.1). This information

must include a reasonable number of observations to be reliable. The required

duration Ö�×  of the warm-up period can be estimated as

Ø ÙÚÙ
ÙÛ ÜÚÝÞ ß à≥

⋅

where áãâ  is the number of historical observations for the same part type required to

obtain forecasts of reasonable quality, ä�å  is the number of different products

produced, and æLçfè é  is the average number of requests for bid per period. If, for

instance, there are 20 different products and 4 incoming orders per period and we

require 10 leadtime observations, then the warm-up period should be at least 50

periods.

ê�ë ì�ë í=î?ï�ð�ñ�ò óDô�õ ö�÷�ò ø�ùDúUû°ú�õ ð

The simulation clock is updated using a üQý þLÿ�����ý ������ÿ��.ÿ���� �	� ý �.ÿ��	
�����
�����ÿ  mechanism,

where each increment is called a simulation cycle. The reason for introducing the

cycle is to allow for such events as the arrival of a request for bid and schedule

generation to be performed on a regular basis, that is, once per cycle. Hence, a cycle

is typically one day long. For each cycle, the following three steps take place:
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1. Schedule regeneration — Schedules are created in each agent and coordinated

depending on the coordination policy used. The schedule synchronization

controller determines the sequence of regeneration. A schedule is regenerated by

clearing any previous schedule and rebuilding the schedule according to the

Micro-Boss algorithm described in Section 2.3.1.

2. Preparation and negotiation of bids — Once per cycle new requests for bid are

prepared into bids that are negotiated with the customers. Bid preparation consists

of determining whether or not a bid should be placed and what the content of the

bid is. Bid negotiation involves a process resulting in either the customer’s

acceptance, which creates a contract between the two parties that turns the bid into

a confirmed production order, or the rejection of the bid by the customer, which

cancels the bid.

3. Simulation of execution — Execution of the schedule for the cycle is simulated in

a ��
���� �	
���
���� �	� � ��
��	������������
  fashion. Events that drive the simulation time include:

the start of an activity, the completion of an activity, the introduction of a resource

breakdown, the resolving of a resource breakdown, material being shipped to

customers, and material arriving from suppliers. An activity can start if the

following conditions hold: the resource is idle, it is in the queue for the resource,

and it has the highest priority among the activities in the queue. Leaf node

activities (activities that neither have predecessors nor require material from other

activities within the supply chain) are added to the queue when their scheduled

start times are reached. All other activities are added to the queue when all their

predecessors have completed and all required materials have arrived. The priority

of an activity is given by its scheduled start time, that is, the activity with the

earliest scheduled start time has the highest priority.

����� �"!$#&%('*)�#,+�-�.0/1#&2*354('*!0)768-�9�)�2*!$.035-�:(!$'

We have modeled the simple supply chain shown in Figure 21. The supply chain

consists of two tiers and each tier contains one entity. Since we are assuming a make-

to-order situation, every order negotiated and agreed upon with the external

customers will create corresponding production orders in the two entities. We have

also made the following assumptions:

•  Each entity includes 5 resources with unary (disjunctive) capacity.

•  All process plans require all 5 resources in some (random) sequence.

•  Each entity includes one bottleneck resource. The nominal load of the bottleneck

resources is identical.
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Further details are provided in Table 27 of Appendix A.
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The results reported in this section were obtained by averaging performance over 20

simulation runs for each policy. Table 8 shows performance metrics of the JIT-Lead

and JIT-Sync policies. The definitions of the performance metrics are given in

Section 6.2. Figure 22 shows the estimated mean values for the profits as circles and

indicates the corresponding 95% confidence intervals for the mean profit values as

high-low-lines. Figure 23 shows the average forecast errors of the two policies as a

function of the number of days prior to completion that the forecasts were made.

We can see that the leadtime-based policy outperforms the synchronization

policy for most performance metrics. This is not surprising. Since the leadtime-based

policy determine due dates for upstream (supplier) entities based on historical

leadtime data, it has the ability to “ learn”  about the impact of contingencies in the

system over time. The synchronization policy does not possess this ability. It tries to

schedule jobs just-in-time without any room for contingencies. Every breakdown

introduced will, therefore, almost automatically result in tardy orders. This is

reflected in a high tardiness cost and consequently reduced profit. However, the

synchronization policy outperforms the leadtime-based policy with respect to average

leadtime and in-system inventory costs. This is a natural consequence of the

synchronization of the supply chain. Since the Micro-Boss scheduling system strives

to minimize leadtimes within each entity, and since the schedules of the JIT-Sync

policy are feasible across the supply chain, the execution of activities on the shop-

floor is likely to be in the sequence they were scheduled, even after breakdowns have

been introduced. Jobs are thus executed with minimal leadtime across the supply

chain and the work-in-system inventory costs is reduced.

Second tier 
agent

First tier 
agent

Supply chain

External 
customers

Figure 21: A two-tier supply chain where each tier includes a single entity.
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Figure 23 indicates that the two policies result in almost identical patterns of

forecast errors, although the JIT-Sync policy tends to forecast orders to complete

later (and in general more realistically) than the JIT-Lead policy. Forecasts made

more than three days before actual completion tend to be too optimistic in the sense

that the estimated completion date is earlier than the actual completion. This type of

forecast error appears mainly due to the introduction of new orders between the time

when a forecast was made and the time when the order completed. Some of these

orders may have high priorities and be scheduled and executed at the expense of

lower priority orders that had arrived earlier. The longer the time from a forecast is

Q�R	S T U V WXT Y�Z\[]R	^`_aScbXd�efYgV hji kXlfd�Y m n]o bqp�r r�l sgl t�uEl Q�efR�v T w
JIT-Lead 403±8 402±8 358±18 85.9±4.2 98±15 234±42 1632±474 3523±85 1657±473

JIT-Sync 403±8 391±10 356±11 85.0±3.0 83±5 196±16 2452±825 3426±94 778±865

Table 8: Performance metrics of the just-in-time policies — two-tier model.
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Figure 22: Comparison of average profit for the just-in-time policies.

-48

-36

-24

-12

0

12

012345678910 ~a���X�f�f�	�f�	��� � �X�f� � �	� �q� ���X��� � � � �	�

� ����
��� ����
�
�� �����
�� ���
� 

JIT-Lead

JIT-Sync

Figure 23: Comparison of average forecast errors for the just-in-time policies. A positive
value for the average forecast error indicates that the order on average completed earlier
than the forecasted time.
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made until the order completes and the lower the priority of the order is, the more

likely will it be that this can happen. Forecast errors also appear to be due to resource

breakdowns and variations in executed duration. However, forecasts made less than

three days before completion tend to be cautious, and therefore on the safe side.

Orders will on average complete earlier than these forecasts since activities for the 1st

tier entity may start ahead of schedule if material is available. Some orders may thus

finish before their due-dates, even though they might have been scheduled to

complete just-in-time.

¡�¢ £�¢ ¤@¥C¦�§�¨�© ª¬« ¨�¦�­C©	® ¯K¨

Before comparing the safety leadtime policies, we sampled the percentile used for the

Buf-Lead policy and found 0.7 to be the “optimal”  value (see Appendix B). We then

compared the performance of the Buf-Lead and Buf-Sync policies on the 20

randomly generated experiments. Table 9 shows the resulting performance metrics.

The Buf-Sync policy outperforms the Buf-Lead policy with an average of 33 percent

higher profits. This improvement in due date performance is due to the insertion of

safety leadtimes. The Buf-Sync policy benefits more from the insertion of safety

leadtime than the Buf-Lead policy, the reason being that the Buf-Sync policy is able

to apply safety leadtimes selectively while the Buf-Lead policy treats all orders

identically independent of the load on the resources.

The majority of the orders are completed past their due-date. Figure 25 shows

that the forecasts made by the Buf-Sync policy are on the safe side. The policy is,

therefore, aware of potential tardiness when the forecasts are made. However, these

forecasts are not utilized to take corrective actions or to negotiate due-dates. The

Buf-Sync policy thereby does not reflect the full potential of supply chain

coordination.

°�±	² ³ ´ µ ¶X³ ·�¸º¹]±	»`¼a²¾½X¿�Àf·gµ ÁjÂ ÃXÄf¿�· Å Æ]Ç ½qÈ�É É�Ä ÊgÄ Ë�ÌEÄ °�Àf±�Í ³ Î
Buf-Lead 395±7 391±9 300±28 85.9±4.0 99±12 238±32 1555±477 3416±86 1623±473

Buf-Sync 395±7 388±8 229±31 84.2±3.9 89±6 249±19 979±342 3400±65 2172±325

Table 9: Performance metrics of the safety leadtime policies.
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Figure 24: Profit comparison for the safety leadtime policies.
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Figure 25: Comparison of average forecast errors for the safety leadtime policies

÷�ø ù�ø ú@û�ü�ý�þCÿ�������ý��	� 
���ü�
CþCü�ÿ��	ÿ

We compared the performance of the Lead-Ref, FCS-Ref, and Sync-Ref policies in

the 20 randomly generated experiments. Table 10 reports the performance of each

policy. Figure 26 shows the average percentage of requests for bid refused by the

manufacturer as bars, and the 95% confidence interval for the mean value of profit as

high-low-lines.

We can see that even though the Sync-Ref policy rejects more requests for

bid than the reference policies, it is able to generate a higher profit. The lower

tardiness costs in these experiments outweighs the loss in revenue from the refused

bids. We can also see that the use of finite capacity scheduling for decision support

during bid preparation makes the FCS-Ref policy more accurate in estimating
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completion dates than the Lead-Ref policy (Figure 27). It rejects more requests for

bid than the Lead-Ref policy, but compensates for this by completing the accepted

orders closer to their due dates. There may, of course, be situations where tardiness

penalties are lower than what we have assumed in these experiments. In these

situations, the tradeoff between revenue and tardiness costs might favor a policy that

rejects fewer requests for bid.
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Figure 26: Profit comparison for the bid refusal policies.
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Lead-Ref 407±11 0.9±0.5 403±11 309±29 84.7±4.1 95±10 234±27 1352±381 3500±116 1913±367

FCS-Ref 407±11 2.9±1.2 394±10 283±19 82.3±3.5 86±5 209±15 866±127 3397±101 2323±119

Sync-Ref 407±11 8.6±1.6 370±9 128±8 74.7±2.8 72±4 244±17 185±25 3101±91 2672±89

Table 10: Performance metrics of the bid refusal policies.
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Figure 27: Comparison of average forecast errors for the bid refusal policies.

We have also run a simulation of the 20 experiments that directly compares all seven

policies presented so far. These policies share the assumption that the customer’s

requested due date is non-negotiable. Table 11 and Figure 28 show the resulting

performance metrics. The Sync-Ref policy produces on average 16 percent higher

profit than the FCS-Ref policy (which is the best of the reference policies). It can

also be observed that the size of the 95% confidence interval for the mean value of

profit is reduced considerably for the bid refusal policies. The ability to reject bids

for which the contribution to the profit is uncertain thus seems to reduce the

sensitivity to variations in system input and produce profit more consistently. This

ability also has made the percentage of tardy orders drop from 56 percent to 32

percent when comparing the synchronization policies (Buf-Sync vs. Sync-Ref). By

rejecting 33 more bids, the supply chain is able to complete 163 more orders on time.

Table 12 gives a pairwise comparison of policies. We can see that the

hypothesis that policy Sync-Ref results in a higher average profit than any of the

reference policies is confirmed with a 99.9 percent level of confidence.

~��4� � � ���9� �<� �?� �A�4�D�E���9�J�K�L� �?� �9�K�J��� �A� �T��� ��� �L� �<����~��K�J� � �
JIT-Lead 395±9 - 396±8 338±18 85.7±2.9 97±14 227±29 1422±425 3455±82 1805±440

JIT-Sync 395±9 - 391±7 350±9 84.8±2.7 83±4 196±12 2035±535 3408±70 1176±538

Buf-Lead 395±9 - 394±8 297±23 84.6±3.2 96±14 235±27 1303±347 3442±73 1905±357

Buf-Sync 395±9 - 394±9 222±28 84.8±4.0 91±8 260±15 914±368 3446±85 2273±380

Lead-Ref 395±9 2.0±1.3 393±8 279±20 84.1±2.9 93±8 228±18 1063±189 3410±73 2119±191

FCS-Ref 395±9 2.2±0.8 386±8 270±21 83.4±3.0 86±5 210±15 846±105 3336±83 2280±113

Sync-Ref 395±9 8.3±1.3 363±8 117±8 72.6±2.2 68±3 237±14 164±17 3049±70 2649±67

Table 11: Performance metrics of all policies under the assumption that customer’s
requested due date is non-negotiable.
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Figure 28: Profit comparison for all policies under the assumption that customer’s requested
due date is non-negotiable.
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Before comparing the safety leadtime policies, we sampled the percentile used for the

Lead-Neg policy and found a percentile of 0.95 to be “optimal”  (see Appendix B).

Table 13, Figure 29, Figure 30, and Table 14 show the performance metrics of the

Lead-Neg, FCS-Neg, and Sync-Neg policies after simulating execution of the 20

randomly generated experiments. The bars in Figure 29 show the average due date

adjustments, that is, the average number of days for the difference between the

proposed due date and the requested due date. The high-low-lines show the profit.

We can see that the FCS-Neg policy improves upon profit relative to the Lead-Neg

policy. The increase in profit is mainly a result of reduced tardiness costs. The

·T¸k¹»º ¼	½E¾À¿Á·T¸k¹»ºaÂTÃ9Ä^ÅÇÆDÈ9É º ¼	½E¾À¿ÊÆDÈ9É ºaÂTÃ9Ä^ÅË¼	½E¾À¿9º Ì«½LÉÎÍ?Ï«Â�º Ì«½LÉÐÂTÃ9Ä^ÅLº Ì«½LÉ
·T¸k¹»º ¼	½E¾À¿

— 99.89% 12.87% 0.00% 5.74% 1.36% 0.03%
ÑTÒkÓ»ÔaÕTÖ9×^Ø

0.10% — 0.00% 0.00% 0.02% 0.01% 0.00%
ÙDÚ9Û Ü Ý	ÞEßÀà

87.12% 99.99% — 0.04% 7.49% 1.38% 0.01%
áDâ9ã äaåTæ9ç^è

99.99% 99.99% 99.95% — 80.14% 48.29% 2.24%
é	êEëÀì9í î«êLï

94.25% 99.97% 92.50% 19.85% — 1.20% 0.00%
ð?ñ«ò�ó ô«õLö

98.63% 99.98% 98.61% 51.70% 98.79% — 0.00%
÷Tø9ù^úLû ü«ýLþ

99.96% 99.99% 99.98% 97.75% 99.99% 99.99% —

 Table 12: Significance of the profit comparison. A table entry gives the probability that the
policy in the row results in a higher average profit than the policy in the column.
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additional use of finite capacity scheduling for decision support during bid

preparation makes the FCS-Neg policy propose more realistic due dates than the

Lead-Neg policy. However, the Sync-Neg Policy is superior to both of the reference

policies concerning profit. Due dates are adjusted more than for the FCS-Neg policy

since finite capacity is considered throughout the whole supply chain.
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Figure 29: Comparison of average profit and average due date adjustments for the promise
date negotiation policies.
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Figure 30: Comparison of average forecast errors for the promise date negotiation policies.
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396±7 394±6 277±39 84.7±4.5 94±8 27±5 238±29 1572±876 3443±80 1633±869

~N�t�7� �l�%�
396±7 400±9 264±34 85.6±4.6 104±15 83±43 254±35 887±374 3496±92 2354±385

���4�)�%� �l�%�
396±7 392±7 203±26 83.9±4.1 89±9 108±44 239±21 490±238 3430±80 2700±246

Table 13: Performance metrics of the promise date negotiation policies.



99

��� ��� ���t�7����� �����V�� -��¡V�7¢��� -� �� -� ��¡�£V¡V�V�7��¤7����¥V�7 -�  -� ��¡

Before comparing the Lead-Neg/C, FCS-Neg/C, and Sync-Neg/C policies, we

sampled the percentile used for the Lead-Neg/C policy and found a percentile of 0.95

to be optimal (see Appendix B). Table 15, Figure 31, Figure 32, and Table 16 show

the results of simulating the policies for promise date negotiation under competition.

The bars in Figure 31 indicate the percentage of bids rejected by the customer, and

the high-low-lines indicate the profit. The Sync-Neg/C policy rejects more bids than

the reference policies. The reason is that the promise dates found by using the Sync-

Neg/C policy are feasible with all precedence and capacity constraints in the supply

chain. Eventual backlogs of orders are thus taken into account when promise dates

are determined. Promise dates made by the Sync-Neg/C policy are on average later

than promise dates made by the reference policies since the loads on bottleneck

resources are relatively high. As a result, the customer rejects more bids. Still, the

average profit for the Sync-Neg/C policy is higher than for the reference policies.

From Table 16 we can see that there is a 93 percent probability that the mean profit is

higher for the Sync-Neg/C policy than for the FCS-Neg/C policy.

¦V§c¨]©4ª «l§%¬ ­N®t¯7ª «l§%¬ ¯�°4±)²%ª «l§%¬
¦V§c¨]©4ª «l§%¬

— 0.81% 0.15%

³N´tµ7¶ ·l¸%¹
99.18% — 0.06%

º�»4¼)½%¾ ¿lÀ%Á
99.84% 99.93% —

Table 14: Significance of profit comparison for the
promise date negotiation policies.

ÂÄÃÆÅ Ç È-É ÊËÇ Ì]ÍÏÎ[ÐÒÑrÃÆÓÕÔÅ×Ö�Ø�Ù ÌPÉ×Ú[Ð Û�Ü Ø Ì�ÝÞÌ%ßáà âäã Ö ÝVÎåÎVÜ5æPÜ0ç�è�ÜéÂ Ù Ã�ê Ç ë

Û�Ü Ø Ì]ì âVÜ0í%î Ñ 394±8 6.3±1.3 374±9 198±27 78.6±3.5 84±7 20±3 213±18 521±212 3230±87 2496±201

ïÄðäñPò óVô0õ%ö ð
394±8 6.5±0.9 371±8 210±25 79.3±2.7 80±4 22±3 190±13 374±91 3188±69 2623±100

÷�øPù�ú0û üVý0þ%ÿ �
394±8 8.9±1.0 359±7 145±8 74.2±2.2 68±3 29±3 188±12 154±23 3043±69 2701±72

Table 15: Performance metrics of the promise date negotiation policies under competition.
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Figure 31: Comparison of average profit and average due date adjustment for the promise
date negotiation policies under competition.
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Figure 32: Comparison of average forecast errors for the promise date negotiation policies
under competition.

IKJMLON%P QRJ!SUT V WXVZY1P QRJ!SUT V Y\[%]4^!P QRJ!SUT V
IKJMLON%P QRJ!SUT V

— 6.34% 2.02%

_X`Za1b cRd!eUf `
93.65% — 6.37%

g\h%i4j!k lRm!nUo p
97.97% 93.62% —

Table 16: Significance of profit comparison for the
promise date negotiation policies under competition.
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As products become more and more complex and competition increases, one natural

consequence is that individual companies will have to focus on the production of

core products and purchase more components and sub assemblies from external

sources. Consequently, the supply chain network will become more and more

complex with respect to the number of tiers and the number of entities in each tier.

So far we have explored our supply chain coordination policies as applied to a simple

two-tier supply chain configuration with one entity in each tier. We are now ready to

examine more complex supply chains. To remain focused, we will limit the

discussion and only address policies and assumptions in the context of promise date

negotiation under competition.

��� ��� ���{���K�s���K�K�K�  ¢¡1£K¤�¥ �K�

The first dimension of configuration change that we will examine involves the

introduction of more tiers into the supply chain. Intuitively, in a just-in-time make-

to-order supply chain, the more tiers there are ahead of an entity the more the entity

will be subject to unreliable supply. However, tight coordination will provide more

opportunities to prioritize in the face of delays. We have modeled a five-tier supply

chain to represent these longer supply chains, illustrated in Figure 33. We have also

made the following assumptions:

•  Each supply chain entity includes 5 resources with unary (disjunctive) capacity.

•  All process plans require all 5 resources in some (random) sequence.

•  The entities in the 1st and 5th tier include one bottleneck resource and the entity in

the 3rd tier includes two bottleneck resources. Nominal loads of bottleneck

resources are identical.

Further details are provided in Table 28 of Appendix A.

Agent 1

Supply chain

External 
customersAgent 2 Agent 3 Agent 4 Agent 5

Figure 33: A five-tier supply chain with one entity in each tier.
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The results of simulating execution of 20 randomly generated experiments are shown

in Table 17 and Figure 34. In this case, the FCS-Neg/C is the policy that rejects the

most bids, though the difference in the percentage rejected is relatively small.

Moreover, the low bottleneck resource utilization for the Sync-Neg/C policy is

striking since the policy does not reject more orders than the reference policies. The

most likely reason must be that this policy tends to accept orders that require

relatively short processing times to a higher degree than the reference policies and

more frequently rejects orders with longer processing times. This might be due to the

fact that synchronization policies schedule new requests for bid on top of existing

schedules, and that it is easier to fit small activities into the gaps of the schedules.

Longer activities, on the other hand, tend to be pushed to the end of the schedule

horizon and, therefore, get rejected. Despite this behavior, the Sync-Neg/C policy is

able to generate higher profits through significant reductions in both inventory and

tardiness costs. Altogether, the benefits of using synchronization policy seem to

persist when the supply chain is extended.
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Figure 34: Comparison of rejected bids and profit for different coordination policies when
applied to a five-tiered supply chain.

ÄÆÅuÇ È É9Ê ËÌÈ ÍOÎÐÏÒÑÔÓÕÅuÖØ×OÇÚÙ�Û�Ü9ÍUÊÞÝÒÑ ß�à-ÛuÍâáãÍ!äæå çéèêÙëáKÏìÏKà*íUà-î\ï\àðÄ�Ü9Å�ñ È ò
ß�à-ÛuÍOó çKà-ô!õ Ó

388±7 12.2±1.4 347±7 168±20 79.9±3.8 249±11 62±5 508±31 397±92 2991±62 2087±85

öÆ÷éøUù úKû-ü!ý ÷
388±7 12.7±1.1 348±7 171±20 78.6±3.6 240±10 62±4 489±30 381±68 2985±63 2115±91

þ�ÿ������ ����	�
 �
388±7 12.4±0.8 341±6 152±13 74.8±3.5 182±6 63±4 397±20 206±33 2888±62 2286±65

Table 17: Performance metrics of different coordination policies when applied to a five-tiered
supply chain.
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We will now evaluate policies for supply chain configurations where there is more

than one entity in each tier. The first scenario we study involves a supply chain with

one supplier and two customers. This configuration is illustrated in Figure 35. Agents

2 and 3 receive requests for bid from external customers. We assume that the entities

produce non-overlapping sets of products and, consequently, that a request will be

given to either Agent 2 or Agent 3, and not to both of them at the same time.

Therefore, they do not compete for bids, and they have independent objectives.

Improved performance for Agent 2 is of no benefit for Agent 3, and vice versa.

Furthermore, we have made the following assumptions:

•  Each entity includes 5 resources with unary (disjunctive) capacity.

•  All process plans require all 5 resources in some (random) sequence.

•  Each entity includes one bottleneck resource, and the nominal load of the

bottleneck resources is approximately identical.

Further details are provided in Table 29 of Appendix A.

The results of simulating execution of 20 randomly generated experiments are

shown in Table 18, Figure 36, and Table 19. Surprisingly, profits obtained with the

FCS-Neg/C policy are almost identical to those of the Sync-Neg/C policy. Since the

FCS-Neg/C policy rejects fewer orders, it is able to generate more revenue at the

sacrifice of an increase in costs. Furthermore, this specific configuration results in a

relatively stable load on the second-tier entity compared to that on the first tier

entities. Every request for bid that results in an order will have a corresponding

production order in Agent 1, while the orders are randomly distributed between

Agents 2 and 3. This stable load of Agent 1 makes the history-based leadtime

estimates fairly accurate, and with limited room for improvement through checking

Agent 1

Agent 2

Supply 

External 
customers

Agent 3

Figure 35: A two-tier supply chain with two entities in the 1st tier and one entity in
the 2nd tier.
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for capacity during bid construction. The Lead-Neg/C policy will, however, suffer

from not checking for capacity within Agents 2 and 3, where the fluctuations in load

are higher.

0%

3%

6%

9%

12%

15%

18%

Lead-Neg/C FCS-Neg/C Sync-Neg/C

% &'(&)
* '&
+ &(
* &,-. )
/ 0'1
2

0

500000

1000000

1500000

2000000

2500000

3000000

3 4567 8
97 :
;7 <; =
> 5
? =>7 :@
AB

Figure 36: Comparison of rejected bids and profit.

CEDGF H I�J KLH MONQPSRUTVDGWYXOF[Z�\ ]�M�J_^SR `�a�\GMcbdM�egf hji Zkb�PlP�anm�a�o�p�agC�]�D q H r

`�a�\GMOs h�a�t�u T
399±8 12.8±4.2 358±16 211±23 84.8±5.1 151±41 28±3 332±58 1147±568 3077±138 1599±697

vEwjx�y z�{�|�} w
399±8 10.8±2.2 359±12 200±20 83.8±5.1 109±8 34±5 248±20 379±106 3038±115 2412±140

~ ������� ������� �
399±8 13.4±2.2 345±11 141±9 81.1±4.8 89±3 42±4 228±14 212±41 2884±107 2444±125

Table 18: Performance metrics.

�����O��� ������� � ������� ������� � ��������� ������� �

�����O��� ������� �
— 0.43% 0.47%

�������  �¡�¢�£ �
99.56% — 23.82%

¤�¥�¦�§�¨ ©�ª�«�¬ ­
99.52% 76.17% —

Table 19: Significance of profit comparison.
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We will now study the behavior of a supply chain where a customer has more than

one supplier. The configuration in Figure 37 is modeled to exemplify this type of

situation. The model includes the following assumptions:

•  Entities 1 and 2 produce non-overlapping sets of products and, therefore, do not

compete for orders.

•  Each entity includes 5 resources with unary (disjunctive) capacity.

•  All process plans require all 5 resources in some (random) sequence.

•  Each entity includes one bottleneck resource, and the nominal load of the

bottleneck resources is approximately identical.

Further details are provided in Table 30 of Appendix A. An added potential benefit

of synchronizing this kind of supply chain lies in enabling disturbances to be

reflected across the supplier segment. The arrival of a high priority order for which

Agent 1 is the supplier might, for instance, result in changes in Agent 3’s schedule.

Synchronizing schedules can make these changes visible for Agent 2 so that he can

re-prioritize accordingly.

The results of simulating execution of the 20 randomly generated experiments are

reported in Table 20, Figure 38, and Table 21. The synchronization policy now

performs significantly better than both reference policies. We can reverse the

argumentation in Section 6.5.2 to explain this behavior: The synchronization policy

benefits from checking its bids for capacity on Agents 1 and 2, which have higher

fluctuations in load than Agent 3. It is able, therefore, to significantly reduce costs

due to both shorter leadtimes and less tardiness.

Agent 1

Agent 2

Supply 

External 
customers

Agent 3

Figure 37: A two-tier supply chain with one entity in the first tier and two entities in
the 2nd tier.
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Figure 38: Comparison of rejected bids and profit.

Ù�Ú Û�Ú Ü�ÝßÞ à�á�â�ã�á�ã�äEà�å#æ�Þ ã

We have crated a model for a larger supply chain as shown in Figure 39. The purpose

of the model is to represent a coordination problem that is closer to real world

situations. The model is scaled up along several dimensions and includes all the

aspects of supply chain configurations presented in earlier parts of this chapter. The

supply chain is long enough to capture problems of longer supply chains, and

çEèGé ê ë�ì íLê îOïñðSòôóVèGõYöOé�÷�ø ù�î�ìûúSò ü�ý�øGîßþdî�ÿ�� ��� ÷kþ�ð ð�ý���ý��
	�ý ç�ù�è�� ê 

ü�ý�øGî�� ��ý���� ó

403±6 8.5±1.3 369±9 229±21 85.6±4.4 111±7 28±3 257±25 1364±880 3215±77 1593±922

������� ������� �
403±6 11.3±2.6 360±10 232±12 83.9±5.4 110±6 36±7 243±23 847±351 3122±95 2032±425

���� 
!�" #�$�%�& '
403±6 12.6±1.8 353±8 145±8 77.8±4.3 89±3 41±4 228±18 180±27 3013±80 2605±93

Table 20: Performance metrics.

(�)+*�,.- /0)�1�2 3 453768- /0)�1�2 3 6
9.:<;�- /0)�1�2 3
(�)+*�,.- /0)�1�2 3

— 5.53% 1.13%

=5>7?8@ A0B�C�D >
94.46% — 0.16%

E
F.G<H�I J0K�L�M N
98.86% 99.83% —

Table 21: Significance of profit comparison.
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individual entities in the supply chain may have multiple customers and multiple

suppliers. The model also includes two aspects not discussed previously:

•  The supply chain includes assembly types of process plans. The agents in the 1st

and 2nd tier (Agent 6-10) include process plans requiring either one or two types of

raw materials. For each order in the 1st tier there will thus be an average of 1.5

orders in the 2nd tier and 2.25 orders in the 3rd tier. For assembly type orders there

is an additional challenge in coordination between suppliers. Appropriate

coordination may enable a supplier to prioritize his activities based on status

considerations for other suppliers. For example, when an entity responsible for

assembly processes is informed that a supplier is expected to be late with his

deliveries, this information can be sent to the other suppliers for the same order so

that they can prioritize accordingly. We will assume that the suppliers are not

competing in the same market since they are producing different products and,

consequently, that improved coordination mutually benefits all parties involved.

•  We allow heterogeneous properties for entities within a tier. Agents differ with

respect to number of resources, number of steps in the process plans, and

bottleneck severity. Therefore, some of the entities in a tier may be significantly

more loaded than others, and some of the entities may be more reliable in their

deliveries than others.

Further details about the model are provided in Table 31 of Appendix A.

Agent 6

Agent 7

Supply chain

External 
customers

Agent 9

Agent 1

Agent 5

Agent 4

Agent 3

Agent 2

Agent 8

Agent 10

Figure 39: A larger supply chain configuration.
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The results of simulating execution of 20 randomly generated experiments are

reported in Table 22 and Figure 40. The performance metrics are again in favor of the

synchronization policy. They also seem to indicate that the benefits of synchronizing

the supply chain will even increase with the size and complexity of the supply chain.
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Figure 40: Profit comparison.
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We have tested the larger supply chain from Section 6.5.4 for variations in nominal

load. The results are shown in Figure 41, Table 23 and Table 24. The nominal load ¢ £
reported is the average load of the most significant bottleneck resource in the supply

chain if all requests for bid result in actual orders. The different loads have been

sampled by varying ¤ ¥ , the average number of requests for bid per period. We can

make the following conclusions from the experiment:

¦�§s¨ © ª�« ¬­© ®�¯±°³²µ´ §s¶�·�¨¹¸~º�»�®�«½¼³² ¾~¿�ºs®ÁÀÂ®�ÃÅÄ Æ�Ç ¸ÈÀ�°É°�¿�Ê�¿�Ë
Ì
¿Í¦~»�§�Î © Ï
¾~¿�ºs®�Ð Æ�¿�Ñ�Ò ´

806±10 11.5±1.4 705±14 507±30 92.3±2.7 209±29 36±4 1697±230 3985±1378 6075±147 393±1678

Ó�Ô�Õ�Ö ×�Ø�Ù�Ú Ô
806±10 12.4±1.9 699±15 503±34 90.9±3.5 197±24 37±4 1595±207 3386±1118 6022±155 1041±1387

Û�Ü�Ý
Þ�ß à�á�â�ã ä
806±10 15.2±1.2 689±12 470±21 86.4±3.4 147±9 45±4 1158±94 1154±189 5765±130 3454±346

Table 22: Performance metrics.
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•  The policies result in approximately the same supply chain performance when the

nominal load is low (i.e., less than 0.6). This may be explained in the following

way: Most jobs can be scheduled just-in-time without creating resource conflicts

when the nominal load is low. The benefits from checking for capacity as part of

the bid negotiation process are, therefore, limited. Furthermore, the average queue

size of parts that are waiting to be processed by a resource depends heavily on the

nominal load, which means that improved coordination is of limited help for

prioritization during the execution of the schedules.

•  The synchronization policy is able to consistently maintain a high profit as the

nominal load increases above 0.6. Theoretically the profit should increase as the

load increases since the supply chain can then pick and choose between a larger

number of bid requests, selecting only the most profitable ones. However, the

policy places bids as a response to every request without considering the

possibility that future and more profitable bids later may arrive. Adding such

considerations (i.e., an enhanced version of the refusal process of the Sync-Ref

policy) could probably be beneficial in such situations.

•  The performance of both reference policies deteriorates as the nominal load

increases above 0.6. The reference policies reject close to the same percentage of

bids as the synchronization policy. This surprising strength of degradation can

only be explained as a result of poor coordination. Without checking new bids for

capacity, there is no means to identify the high backlog of orders that is carried

and, consequently, the estimates for completion will become unrealistic.
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Figure 41: Sensitivity to variations in number of bid requests.
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We have tested the policies subject to variations in the degree of uncertainty. The

degree of uncertainty has been sampled by varying the mean-busy-time-to-failure

( ����� � � ). We have calculated the corresponding mean resource efficiencies using the

equation in Section 6.3.2. A mean resource efficiency of 1.00 corresponds to an

infinite mean-busy-time-to-failure, that is, no resource breakdowns. The mean

efficiency decreases as the frequency of resource breakdowns increases.

Experimental results are reported in Table 25, Figure 42 and Figure 43.

����� � �  ! "$#&% ')(+*-,/.10�2436587&9�:;'=<?>-,/@&A;9�'CBD'�ECF G1HI7JB�*K*�A L=A M)NOAQP�:;0�R % S
Lead-Neg/C 0.40 398

±10
4.9
±0.6

377
±11

155
±18

49.5
±2.9

103
±5

19
±1

535
±51

217
±46

3281
±124

2530
±96

0.60 605
±10

6.9
±0.7

564
±10

304
±17

73.1
±4.3

128
±7

25
±3

911
±90

617
±130

4872
±93

3345
±207

0.80 806
±10

11.5
±1.4

705
±14

507
±30

92.3
±2.7

209
±29

36
±4

1697
±230

3985
±1378

6075
±147

393
±1678

1.00 993
±18

16.6
±3.0

790
±28

624
±53

95.5
±2.7

291
±38

45
±5

2472
±338

9732
±2916

6685
±230

-5519
±3293

1.20 1207
±17

27.1
±4.4

824
±30

709
±40

96.2
±1.9

388
±31

53
±6

3306
±325

19654
±4642

6988
±268

-15971
±4891

FCS-Neg/C 0.40 398
±10

5.0
±0.5

379
±12

166
±12

49.8
±3.3

103
±5

18
±1

524
±47

221
±31

3297
±129

2552
±102

0.60 605
±10

7.1
±0.8

566
±8

308
±22

73.7
±4.7

126
±7

24
±2

900
±95

604
±138

4908
±72

3405
±201

0.80 806
±10

12.4
±1.9

699
±15

503
±34

90.9
±3.5

197
±24

37
±4

1595
±207

3386
±1118

6022
±155

1041
±1387

1.00 993
±18

19.7
±2.6

782
±32

627
±44

95.5
±1.8

269
±31

53
±4

2239
±278

7044
±1803

6573
±256

-2710
±2205

1.20 1207
±17

32.1
±3.6

804
±33

653
±47

95.7
±2.7

350
±27

71
±4

2888
±306

12281
±2357

6727
±314

-8442
±2597

Sync-Neg/C 0.40 398
±10

4.7
±0.5

379
±11

203
±12

49.7
±3.2

98
±5

17
±1

510
±47

230
±28

3285
±115

2545
±102

0.60 605
±10

8.1
±0.9

558
±8

330
±16

71.0
±3.9

117
±7

28
±2

827
±77

464
±67

4773
±86

3482
±156

0.80 806
±10

15.2
±1.2

689
±12

470
±21

86.4
±3.4

147
±9

45
±4

1158
±94

1154
±189

5765
±130

3454
±346

1.00 993
±18

22.5
±1.8

767
±23

448
±26

89.5
±2.4

166
±11

59
±4

1390
±117

1190
±395

6170
±186

3590
±550

1.20 1207
±17

30.5
±2.2

835
±24

461
±25

93.6
±1.5

192
±17

71
±3

1606
±136

1477
±706

6600
±222

3517
±904

Table 23: Performance metrics of variations of nominal load.

T�U�V)WYX Z�U�[=\ ] ^1]`_aX Z�U�[=\ ] _ObacJd�X Z�U�[=\ ]
Z�e)f	g cJV)hah e)V)Wji�k l�imi�k n�imi�k o�iqprk i�iqprk s=iti�k l�imi�k n�imi�k o�iqprk i�itprk s=imi�k l�iti�k n�imi�k o�iuprk i�itprk s=i
v�w�x)yYz {�w�|=} ~

— — — — — 11.02 11.80 4.72 0.17 0.00 25.22 0.78 0.01 0.00 0.00

�1�`�a� �����=� �
88.97 88.19 95.27 99.82 99.99 — — — — — 67.23 5.35 0.02 0.00 0.00

�O�a�J��� �����=� �
74.77 99.21 99.98 99.99 99.99 32.76 94.64 99.97 99.99 99.99 — — — — —

 Table 24: Significance of profit comparison under variations of nominal load. A table entry
gives the probability (in percent) that the policy in the row results in a higher average profit
than the policy above the column, given the nominal load of the column.
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The results indicate, as could be expected, that average profits decrease as

resource efficiencies decrease. For low frequencies of resource breakdowns, profit is

less sensitive to variations when utilizing synchronization policy than is the case in

respect to reference policies. The situation is reversed for higher frequencies,

synchronization policy being more sensitive. This behavior may be explained as

follows: Synchronization policy absorbs resource breakdowns by the insertion of

time buffers. The sizes of these buffers are predefined and do not adapt to changes in

the environment. As the frequency of resource breakdowns becomes more and more

severe, the time buffers thus loose their ability to absorb uncertainty and the tardiness

cost soars. Furthermore, as shown in Figure 43, the lack of ability to anticipate and

adjust to the level of uncertainty is also devastating for the quality of the forecasts for

completion. Too tight estimates result in the acceptance of too many orders, while

too loose estimates result in the rejection of orders for which there may be sufficient

capacity. Reference policies, however, have the congenial ability of learning about

the impact of resource breakdowns through the use of historical leadtime data. This

behavior is also reflected in the performance metrics of Table 25. Synchronization

policy rejects more bids than reference policies for high resource efficiencies, but it

rejects far fewer bids for low efficiencies. As a consequence, the percentage of tardy

orders for the Sync-Neg/C policy increases from 20 to 85 percent, while it remains

between 47 and 50 percent for the Lead-Neg/C policy.

For many production environments, the level of resource breakdowns over

time may be reasonably stable and the ability to adapt to changes is not that

important. However, the experiment indicates that there may be benefits in enhancing

the synchronization policy with mechanisms that can learn and react to fluctuations

within more unsteady environments. We have completed an experiment that reveals

the potential benefits of a learning mechanism. In this experiment we have fine-tuned

the time buffers for the individual resource efficiencies. The results are shown as the

dotted line in Figure 42. Closer studies of these kinds of mechanisms are beyond the

scope of this thesis, but a preliminary discussion is provided in Section 7.2, and some

further details about the learning experiment are provided in appendix B.
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Figure 42: Sensitivity to variations in breakdown frequency. The dotted line represents the
Sync-Neg/C policy with the time buffers adjusted for the individual resource efficiencies, and
thus representing the potential performance improvements that can be expected from
enhancing the Sync-Neg/C policy with a mechanism capable of learning and reacting to long-
term changes in the environment.
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Lead-Neg/C 1.00 804

±13
7.1
±1.4

741
±18

366
±62

87.0
±3.3

140
±15

24
±2

1255±1
58

1477
±805

6365
±153

3633
±993

0.91 804
±13

13.8
±1.8

686
±20

328
±62

85.8
±4.2

185
±19

43
±4

1509±1
57

1909
±921

5824
±158

2405
±1096

0.83 804
±13

21.6
±2.5

630
±21

311
±62

85.4
±5.4

224
±21

61
±4

1636±1
56

2112
±1008

5311
±186

1563
±1139

0.71 804
±13

34.5
±3.2

531
±25

257
±48

78.9
±6.1

260
±22

77
±3

1551±1
27

1840
±899

4363
±209

971
±1002

FCS-Neg/C 1.00 804
±13

11.0
±0.9

711
±15

272
±47

83.5
±4.4

135
±9

41
±2

1162
±128

686
±386

6079
±126

4231
±521

0.91 804
±13

16.5
±1.7

671
±18

289
±50

83.5
±4.7

178
±14

52
±3

1417
±143

1217
±581

5687
±137

3052
±690

0.83 804
±13

22.1
±2.6

628
±21

297
±47

85.1
±4.2

212
±15

62
±3

1562
±140

1533
±630

5270
±170

2174
±780

0.71 804
±13

34.4
±2.8

537
±22

277
±45

81.4
±6.2

261
±24

76
±3

1558
±190

1877
±803

4430
±184

996
±990

Sync-Neg/C 1.00 804
±13

12.9
±1.2

701
±15

139
±10

79.9
±3.6

114
±6

41
±3

1239
±95

79
±32

5846
±125

4528
±187

0.91 804
±13

15.7
±1.5

675
±17

258
±13

83.0
±3.1

142
±8

48
±4

1246
±89

343
±76

5597
±145

4008
±235

0.83 804
±13

19.1
±1.9

646
±18

386
±12

84.3
±3.3

173
±10

54
±4

1300
±103

936
±158

5327
±156

3090
±330

0.71 804
±13

25.5
±1.9

600
±20

509
±14

84.8
±3.3

242
±13

66
±4

1504
±112

2693
±253

4858
±176

661
±436

Table 25: Performance metrics. The column denoted “Eff” gives the mean resource
efficiencies.
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Figure 43: Comparison of average forecast error for the Lead-Neg/C and Sync-Neg/C
policies under various resource efficiencies.
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This dissertation addresses coordination aspects of supply chain management. The

approach taken is mainly targeted to decentralized supply chains in which each entity

is responsible for managing its operations while coordinating with both downstream

and upstream facilities. Such an environment is typical of supply chains where

different entities belong to different companies, but it is also representative of

internal (intra-enterprise) supply chains where each facility is managed in a semi-

autonomous manner. In fact, as supply chains strive to operate as single extended

virtual enterprises, the distinction between intra- and inter-enterprise supply chains

are increasingly becoming irrelevant. The decentralized yet coordinated supply chain

models assumed in this dissertation are intended to be representative of this shift

towards extended virtual enterprises.

Classical supply chain practices can be characterized as relying on reordering

policies for inventory buffers to achieve coordination. In light of the trend towards

stockless just-in-time production, such practices will become less applicable and

more synchronized means of coordination must therefore be developed. The research

presented in this dissertation focuses on this issue. We built on the MASCOT agent-

based framework first introduced by Sadeh (Sadeh 1996) and specified mechanisms

for the coordination of schedule information across the supply chain, as well as a

number of coordination policies applicable within this framework. These

coordination policies were empirically evaluated using a realistic simulation testbed

to account for various sources of the uncertainty that makes supply chain

coordination such a challenging problem. The performance metrics utilized for the

evaluation were: number of bids that resulted in orders, number of orders completed

in time, utilization of bottleneck resources, average leadtime, in-system inventory

cost, tardiness cost, revenue, profit, and forecast accuracy.

The supply chain coordination policies defined when, what, and with whom

to communicate and how to make use of the information received. These policies

were grouped into the two categories of reference policies and synchronization

policies. The reference policies used leadtime-based methods to determine internal

release- and due-dates within each supply chain entity, and did not exchange

information during execution of the orders. A variation of the reference policies
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additionally allowed for checking finite capacity constraints in the first tier of the

supply chain either to determine whether a bid was to be rejected or specify what its

eventual delivery date to the customer might be. The synchronization policies

determined, and regularly updated, the internal due dates based on the execution

status and available capacity both upstream, downstream, and locally in the supply

chain. We started by presenting a set of just-in-time policies, where need dates from

customers become internal due dates and promise dates from suppliers become

internal release constraints. Subsequent sets of policies included mechanisms for

time buffering, bid refusal, and promise date negotiation, as well as a negotiation

process for suppliers in competition. Competition was modeled as an increased

chance for losing bids that cannot be met, especially for bids with high profit

margins.

For the most simplistic set of coordination policies (the just-in-time policies),

reference policy outperformed synchronization policy. We identified the main reason

for the poor performance of the latter to be its brittleness and inability to learn about

contingencies. All the other variations of synchronization policies outperformed their

leadtime-based counterparts. The high performances of such synchronization policies

were assumed to be mainly due to their ability to let individual supply chain entities

prioritize based on updated status information from their supply chain partners.

Moreover, we found these synchronization policies capable of applying safety

leadtimes more selectively and, therefore, of establishing realistic promise dates

without relying on excessive in-system inventories. Furthermore, we found that

synchronization policies were able to make fairly accurate forecasts for the

completion of orders. In cases where requested delivery dates for bids were assumed

to be non-negotiable, these forecasts were used to submit only those bids that were

expected to be profitable. Otherwise, forecasts were use to propose alternative and

more realistic delivery dates. Even though synchronization policies displayed a

tendency to reject more of the incoming bids, thereby generating less revenue than

the reference policies, they had a significantly higher due-date performance that

consequently resulted in a higher average profit. When testing these policies for high

nominal loads, we found the performance of the synchronization policies to be

considerably better than that of the reference policies, again mainly due to their

accuracy in forecasting order completion. The last series of experiments reported in

this dissertation indicated that synchronization policies outperformed reference

policies regardless of the level of contingencies that were introduced into the supply

chain, although this required adjusting the amount of safety leadtime to the

individual levels of uncertainty. In general, the benefits of synchronization appear to

increase with the complexity, load, and degree of uncertainty in the supply chain.
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There are a number of ways in which the research reported in this dissertation could

be extended. These include the following issues:

•  Asynchronous coordination — In Section 3.2 we advocated asynchronous

schedule revision as the only workable mode for coordinating schedules between

autonomous entities. The experiments presented in this dissertation assume that

synchronization policies periodically rebuild schedules that are consistent across

the supply chain, each being triggered by an external synchronization controller.

They thus represent idealized situations, such as the implicit assumption that a

supply chain agent can re-optimize its schedule momentarily. Further refinements

of the simulation testbed should support the asynchronous mode of coordination

described in Section 4.6. The results presented in this dissertation can then be

used as benchmarks for comparison with the performance of asynchronous

coordination.

•  Ripple effects — One question that has not been raised in this dissertation is

whether individual policy changes will have ripple effects that transmit to other

businesses in a market that then forces the latter follow. The supply chain in

Section 6.5.2 (see Figure 35 on page 103) may be used to exemplify this idea.

Assuming that Agents 2 and 3 rely on leadtime-based supply chain coordination

(e.g., Lead-Neg/C), we may wish to know what effect it will have on the

performance of Agent 2 if Agent 3 switches to a synchronization-based policy

(e.g., Sync-Neg/C) for coordination with suppliers.18 This relates to the Nash

equilibrium stability criterion presented in Section 3.4.1. Since the current version

of the simulation testbed does not allow for a mix of policies within the supply

chain, it cannot answer this question. However, we can see no major obstacles to

enhancing the testbed to support this kind of environment.

•  Competing supply chains — Improved customer performance in a business is

definitely a competitive advantage that may influence competing businesses

through changes in customer preferences. Such questions have been addressed in#%$�&('*) +�'-,�.0/  literature (Rosenschein and Zlotkin 1994). We would like to simulate

competing supply chains where agents learn the customer satisfaction performance

of their suppliers. Enhancing agents by means of such capabilities makes it

possible to study the long-term effects of supply chain policies more closely. For

                                               
18 Swaminathan (1996) has shown that exchange of information may not always be beneficial for
isolated agents, that is, in some cases Agent 2 may be better off continuing to use a leadtime based
coordination policy.



118

example, a supplier that tends to make promises he cannot keep might profit from

this in the short term, but he could also suffer long-term losses due to increased

disbelief among customers.

•  Production based on sales forecasts — The experiments presented in this

dissertation assume no presence of stock or buffers of raw materials or

intermediate or finished products. We have gained a certain initial insight through

our projects into how stocks could be maintained by dynamic and delayed

assignment of supply to demand. One way to allow a supply chain entity to carry

stock might be to introduce a separate 132�465-7-8�96: 8<;%5-=�:  for each supply chain entity

that is responsible for generating demand based on current stock levels, reordering

policies, and estimates of future sales. The forecast agent will consequently

generate production orders to meet these demands. When a firm customer order

(or an available-to-promise request) arrives, it might first be checked for matching

demand in the forecast agent. If a matching demand is found, the corresponding

order is re-assigned since otherwise a new production order would be generated.

We anticipate only minor enhancements of the framework to support this kind of

functionality.

•  Adaptive safety leadtime buffers — In Section 6.6.2 we identified situations

where mechanisms that allow automated learning and updating of the safety

leadtime buffers may be beneficial. The size of these time buffers is critical for

forecast accuracy and for available-to-promise quotations. Such mechanisms

could evaluate forecast errors for orders as they complete and try to identify

sources of any possible deviations. For example, if material was present on time,

the duration of all activities according to schedule, and the order still completed

later than forecasted, then possible corrective action might be to increase safety

leadtime buffers.
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A supply chain model for the problem generator is read from a text file. Table 26

presents the grammar of the input file in Extended Backus Naur Form (EBNF). An

EBNF grammar consists of a set of rules for defining a set of strings (called a

language). By expanding the top-level node into its lowest-level terminal

constituents, a string that is part of the language can be obtained. Strings are enclosed

in double quotes (“…”). Alternative patterns are separated by vertical lines (…|…).

Elements enclosed in curled brackets ({ …} ) may appear zero or more times.

ì.í�îãï�ð�ñ
(1) Parameters are defined in Table 4.

(2) Specifies a tier in the supply chain. Tiers are specified in the sequence given by

the material flow. Tier attributes override model attributes.

(3) Specifies an agent in the tier. Agent attributes override tier and model attributes.

(4) Specifies exceptional resources where the processing time differs from the

default for the agent (e.g., bottleneck resources). The integer number identifies

the resource for which the exception applies.

ò�ó}ô õ�ö ÷Kø�ù õ�ö
model ::= {  marginal-cost-info | prod-info | resource-info |

plan-info | op-dur-info }  {  tier-info }

marginal-cost-info ::= “marginal_inventory_cost”  ú.û ü�ýÿþ � �min  � � ����� 	 
max (1)

prod-info ::= “number_of_products”  �
��� ��� (1)

resource-info ::= “number_of_resources”  ��� � � (1)

plan-info ::= “operations_per_plan”  ��� �min  ��� �max (1)

op-dur-info ::= “unit_dur”  �� !min  "�# $max (1)

tier-info ::= “ tier:”  {  prod-info | bom-info }

{  agent-info }  “ :tier”

(2)

bom-info ::= “number_of_raw” %'&)(+*min  ,'-).+/max (1)

agent-info ::= “agent:”  {  resource-info | plan-info | op-dur-info }

{  resource-exception }  “ :agent”

(3)

resource-exception ::= “resource”  integer op-dur-info (4)

Table 26: Grammar for the input to the problem generator.



136

number_of_resources 5
number_of_products 20
operations_per_plan 5 5
unit_dur 1 13
tier:

agent:
resource 1 unit_dur 1 21

:agent
:tier
tier:

agent:
resource 1 unit_dur 1 21

:agent
:tier

Table 27: Parameters for generating the simple two-tier model used in Section 6.4.

number_of_resources 5
number_of_products 20
operations_per_plan 5 5
unit_dur 1 13
tier:

agent:
resource 1 unit_dur 1 21

:agent
:tier
tier:

agent:
:agent

:tier
tier:

agent:
resource 1 unit_dur 1 21
resource 2 unit_dur 1 21

:agent
:tier
tier:

agent:
:agent

:tier
tier:

agent:
resource 1 unit_dur 1 21

:agent
:tier

Table 28: Parameters for generating the five-tier model used in Section 6.5.1.
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number_of_resources 5
number_of_products 20
operations_per_plan 5 5
tier:

agent:
unit_dur 1 13
resource 1 unit_dur 1 21

:agent
:tier
tier:

agent:
unit_dur 1 25
resource 1 unit_dur 1 40

:agent
agent:

unit_dur 1 25
resource 1 unit_dur 1 40

:agent
:tier

Table 29: Parameters for generating the model used in Section 6.5.2.

number_of_resources 5
number_of_products 20
operations_per_plan 5 5
tier:

agent:
unit_dur 1 25
resource 1 unit_dur 1 40

:agent
agent:

unit_dur 1 25
resource 1 unit_dur 1 40

:agent
:tier
tier:

agent:
unit_dur 1 13
resource 1 unit_dur 1 21

:agent
:tier

Table 30: Parameters for generating the model used in Section 6.5.3.
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number_of_products 24
tier:
agent:
number_of_resources 4
operations_per_plan 3 4
unit_dur 1 18
resource 1 unit_dur 8 18

:agent
agent:
number_of_resources 5
operations_per_plan 5 5
unit_dur 1 15
resource 1 unit_dur 1 22

:agent
agent:
number_of_resources 5
operations_per_plan 3 5
unit_dur 1 16
resource 1 unit_dur 1 23

:agent
agent:
number_of_resources 7
operations_per_plan 4 7
unit_dur 1 15
resource 1 unit_dur 1 24

:agent
agent:
number_of_resources 6
operations_per_plan 3 5
unit_dur 1 20
resource 1 unit_dur 1 26
resource 2 unit_dur 1 24

:agent
:tier0 132�4�5 6 4+798 :'6 4�4+8 ;�591329< 7�=>4 ?

tier:
number_of_raw 1 2
agent:
number_of_resources 5
operations_per_plan 5 5
unit_dur 1 13
resource 1 unit_dur 1 18

:agent
agent:
number_of_resources 5
operations_per_plan 5 5
unit_dur 1 14
resource 1 unit_dur 1 16

:agent
agent:
number_of_resources 3
operations_per_plan 3 3
unit_dur 1 15
resource 1 unit_dur 1 20

:agent
:tier
tier:
number_of_raw 1 2
agent:
number_of_resources 10
operations_per_plan 2 8
unit_dur 1 20
resource 1 unit_dur 1 34

:agent
agent:
number_of_resources 10
operations_per_plan 2 8
unit_dur 1 30

:agent
:tier

Table 31: Parameters for generating the larger model used in Section 6.5.4 and 6.6.
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Parameters for the simulation testbed are read from a text file. Table 32 presents the

grammar of the input file in EBNF form. The parameters in Table 33 to Table 39 are

given according to this grammar.

avg_due_date 10080
duration_range 0.5
history_percentile 0.7
jit_margin 10080
mean_busy_time_to_failure 7200
mean_time_to_repair 720
order_size 1 49
bids_per_period 4
padding 6 1100 5000
reject_limit 1000
revenue 300 400

Table 33: Simulation parameters used in Section 6.4.1, 6.4.2 and 6.4.3.

RTSVU W�X YZW�W\[^])_`W
simulation-model ::= {  scc-padding-info | lt-padding-info |

due-date-info | order-size-info |

bid-frequnecy-info | jit-penalty-info |

revenue-info | actual-dur-info |

mbttf-info | mttr-info | reject-info }

scc-padding-info ::= “padding”  α β a)b>c3d 144

lt-padding-info ::= “history_percentile”  β 68

due-date-info ::= “avg_due_date”  e�f 84

order-size-info ::= “order_size”  g�h3i jmin  k�l3m nmax 84

bid-frequnecy-info ::= “bids_per_period”  oqp3r s 84

jit-penalty-info ::= “ jit_margin”  t u�v w x�y z {+|9} ~ 73

revenue-info ::= “revenue” ���3� �min  ���3� �max 84

actual-dur-info ::= “duration_range” ��� �9����� 84

mbttf-info ::= “mean_busy_time_to_failure”  �9��� � � 84

mttr-info ::= “mean_time_to_repair”  ��� � �+�3� � 84

reject-info ::= “reject_limit”  ��� �   73

Table 32: Grammar for the input to the simulator.
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avg_due_date 10080
duration_range 0.5
history_percentile 0.95
jit_margin 10080
mean_busy_time_to_failure 7200
mean_time_to_repair 720
order_size 1 49
bids_per_period 4
padding 6 800 1440
reject_limit 1000
revenue 300 400

Table 34: Simulation parameters used in Section 6.4.4 and 6.4.5.

avg_due_date 14400
duration_range 0.5
history_percentile 0.95
jit_margin 10080
mean_busy_time_to_failure 7200
mean_time_to_repair 720
order_size 1 49
bids_per_period 4
padding 4 700 720
reject_limit 1500
revenue 300 400

Table 35: Simulation parameters used in Section 6.5.1.

avg_due_date 10080
duration_range 0.5
history_percentile 0.95
jit_margin 10080
mean_busy_time_to_failure 7200
mean_time_to_repair 720
order_size 1 49
bids_per_period 4
padding 6 1000 1440
reject_limit 1000
revenue 300 400

Table 36: Simulation parameters used in Section 6.5.2 and 6.5.3.

avg_due_date 10080
duration_range 0.5
history_percentile 0.95
jit_margin 10080
mean_busy_time_to_failure 7200
mean_time_to_repair 720
order_size 1 49
bids_per_period 8
padding 6 800 720
reject_limit 1000
revenue 300 400

Table 37: Simulation parameters used in Section 6.5.4.
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avg_due_date 10080
duration_range 0.5
history_percentile 0.95
jit_margin 10080
mean_busy_time_to_failure 7200
mean_time_to_repair 720
order_size 1 49
bids_per_period {4,6,8,10}
padding 6 800 720
reject_limit 1000
revenue 300 400

Table 38: Simulation parameters used in Section 6.6.1. The parameter “bids_per_period”
was sampled and is therefore given as a set of values.

avg_due_date 10080
duration_range 0.5
history_percentile 0.95
jit_margin 10080
mean_busy_time_to_failure {∞,7200,3600,1800}
mean_time_to_repair 720
order_size 1 49
bids_per_period 8
padding 6 1000 2000
reject_limit 1000
revenue 300 400

Table 39: Simulation parameters used in Section 6.6.2. Parameter
“mean_busy_time_to_failure” was sampled and is, therefore, given as a set of values. The
fine tuning experiment for the Sync-Neg/C policy used parameter settings for ¡
¢�£ ¤  according
to Table 40.
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This appendix presents experimental results of subordinate or indirect importance for

the thesis that, nevertheless, have been necessary in order to set up the major

experiments properly.

À�Á'Â'Ã'Á'ÄBÅJÆ�Ç�ÁÉÈ)Æ�ÄBÁ'ÊJÅJËBÄBÆ�ÄBÌÍÈ)ÎIÂÉÅJÏBÁÉÐÑËBÈ)ÊJÒÑÁ'ÓIÔNÕBÎIÇ�Æ�Ã'Ö

The Buf-Lead policy relies on a percentile parameter to determine the amount of

safety leadtime to add to the leadtime estimate of a job. Figure 44 shows the

performance for sample values of this parameter.

×BØ'Ù�Ø'Ú'ÛJÜ�ÝIÞNÝIß^ÛJÜ�àEØÉáBâBß)ß)Ø'ãÉß)âBÞBÚ'ÛJÜ�ÝIÞNß)ÝIãÉÛJäBØÉåÑâBß)æJ×BçIÞBÚÉèBÝIÙ�Ü�Ú'ç

Intuitively, there will be more unpredictable events to handle the farther into the

future we look. Therefore, a first safety leadtime approach is to size the time buffers

proportional to how far in the future the event is expected to take place (linear

padding). At the same time, jobs that are scheduled to be executed far enough in the

future tend not to be affected by current unpredictable events as much as jobs that are

close to being executed. A second safety leadtime approach is then to try a constant

size time buffer (constant padding). Finally, a third approach is to use an “S-shaped”
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Figure 44: Sampling of percentile for the Buf-Lead policy applied to the simple two-tier
model. The high-low-lines indicate the 95 percent confidence intervals for the mean profit.
Setting the percentile to 70 percent gives the optimal safety leadtime with respect to profit.
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padding function. This returns only a small time buffer for values close to zero, while

for large values there is asymptotic converge to a maximum buffer size. A function

given as

( ) ( )÷ùøú÷ û�ü\ý�ý�üþø= ⋅max , ,α β

has this property. The parameter ÿ������  is a parameter that controls maximum buffer

size (at infinite), 
���
	�	��

 is the cumulative gamma function, and α and β are

parameters that define the shape of the cumulative gamma function.

Figure 45 shows the shapes of these three safety leadtime functions. Figure 46

shows the corresponding forecast errors from simulating the 20 experiments of the

simple two-tier model. The three safety leadtime functions result in approximately

the same average profit, but the S-shaped function gives a much smaller average

forecast error. We have thus selected to use the S-shaped padding function in the

experiments carried out in Chapter 6. Figure 47 shows average forecast errors using

the S-shaped function and indicates the forecast error ranges between “plus one

standard deviation”  and “minus one standard deviation.”  The range of errors is large.

For example, five days before completion there is a 50 percent chance that a job will

complete later than predicted and a 15 percent chance that the job will complete more

than 40 hours later than predicted. This creates an incentive to increase the size of the

time buffers so that a higher percentage of promises will be kept. Therefore, in the

experiments carried out in Chapter 6, we have selected to use time buffers that

optimize profit instead of minimizing forecast errors.
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Figure 45: The three safety leadtime functions tested.
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Figure 46: Forecast errors.
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Figure 47: Forecast error ranges (mean ± one standard deviation) with S-shaped safety
leadtime buffers.
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The Lead-Neg policy relies on a percentile parameter to determine the appropriate

amount of safety leadtime to add to the leadtime estimate of a job. The optimal

parameter setting is likely to differ from the one found for the Buf-Lead policy since

the Lead-Neg policy allows due dates to be adjustment based on the leadtime

estimates. Figure 48 shows the performance for sample values of the percentile

parameter.
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Figure 48: Sampling of percentile for the Lead-Neg policy applied to the simple two-tier
model. Setting the percentile to 95 percent gives the optimal safety leadtime with respect to
profit.
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The Lead-Neg/C policy relies on a percentile parameter to determine the appropriate

amount of safety leadtime to add to the leadtime estimate of a job. The competition

aspect of the policy might alter the optimal parameter setting of the percentile

parameter from the one found for the Buf-Lead policy. We have, therefore, again

simulated execution of the 20 randomly generated experiments for sample values of

the percentile parameter. Figure 49 shows the corresponding performance metrics.
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Figure 49: Sampling of percentile for the Lead-Neg/C policy applied to the simple two-tier
model. Setting the percentile to 95 percent gives the optimal safety leadtime with respect to
profit.
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The performance metrics reported in Table 40 is obtained after fine-tuning the value

of ���! �"  to maximize the average profit for the 20 randomly generated experiments

with the given resource efficiency.

#�$ $&% '�( )+*�, -/.10�243!5�687:9<;�=?>�-A@CB�24D�E�=?-GFH-?IKJ L!MN;OFP0Q0PE RAE S/T�E1UV>�5?W , X
1.00 1000 804

±13
10.9
±1.0

715
±16

73
±19

81.6
±3.9

106
±6

38
±3

1149
±86

111
±58

6026
±129

4766
±199

0.91 1800 804
±13

16.0
±1.4

676
±17

109
±23

82.8
±3.7

134
±8

51
±3

1356
±89

220
±73

5657
±144

4080
±229

0.83 2500 804
±13

20.6
±1.6

639
±17

117
±27

82.3
±4.1

161
±11

60
±4

1498
±96

310
±119

5314
±149

3506
±296

0.71 4500 804
±13

32.5
±1.7

541
±16

57
±18

79.1
±3.9

192
±13

81
±3

1711
±106

169
±88

4418
±111

2537
±228

Table 40: Performance metrics of the Sync-Neg/C policy when allowing for individual fine-
tuning of the maximum buffer size Y[ZV\ ] . The column denoted “Eff” gives the mean
resource efficiencies.
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