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Abstract 
Speech-based interfaces offer the promise of simple, hands-free, portable human-computer communication, yet the current state-of-the-art often produces less-than-optimally-efficient interactions. Many interaction inefficiencies are caused by understanding and recognition errors. Such errors can be minimized by designing interaction protocols in which users are required to speak in a standardized way, but the imposition of this requirement presents additional difficulties, namely, that this way of speaking can be unnatural for users and that to learn the standardized interface, users must spend time in tutorial mode rather than in task mode. 
In this thesis, I propose a strategy for overcoming these problems in order to increase interaction efficiency with spoken dialog systems. The two main components of this strategy are adaptivity and shaping. The adaptivity component will be bi-directional, meaning that both the system and the user should perform some adaptation. The system will adapt some of its dialog strategies based on its determination of the user’s skill level, and the user should adapt their speech towards patterns that are more likely to be understood correctly by the system. The shaping component will provide support for the adaptation of user input. These strategies will be implemented within the Speech Graffiti framework for standardized interaction with simple machines and will be evaluated through a series of user studies designed to determine their effect on several efficiency metrics, including task completion rates and times, error rates, and user satisfaction. 
1 Introduction

Although speech recognition offers the promise of simple, direct access to information, several factors conspire to make user communication with spoken dialog systems less-than-optimally efficient. Inefficiencies in human-computer speech communication are often a result of users having spoken beyond the bounds of what the computer understands. This leads to misunderstandings on the part of both the user and the computer, and recovering from such misunderstandings can add extra turns and time to the overall interaction. In this thesis, I propose to develop an adaptive strategy for improving user interaction efficiency with such systems. The key to this adaptive strategy is that the adaptation is bi-directional. That is, the system will perform some adaptation based on user characteristics, but at the same time, users will be encouraged, via appropriate shaping support, to adapt their interaction to match what the system understands best, thereby reducing the chance for misunderstandings. This shaping will occur at run time, allowing for more efficient human-computer communication without intensive pre-use training.

I propose to investigate issues involved in encouraging users to engage in strategies that will facilitate efficient communication with speech interfaces. An efficient modality should be effective, fast, satisfying, easy to learn, and should make errors transparent and easy to correct. For the purposes of this research, an efficient interface will be operationalized as one that helps users complete more tasks, in less time, with fewer errors (and shorter error-recovery periods), with increased user satisfaction, and with minimal up-front training time. For novice users (my target population), this will be achieved mainly through inducing them to speak in ways that the dialog system will understand more reliably. For more advanced users, this might involve suggesting various shortcuts or customization possibilities. 

The proposed strategy will involve the use of a target language that we believe fosters more efficient communication, and according to which we are trying to shape user input. For the purposes of this research, the target language will be Speech Graffiti, which we have shown to have shorter task completion times, lower word- and concept-error rates, and higher user satisfaction ratings when compared to a natural language speech interface (see section 2.3). When users interact with the system and speak outside the target language, the system will attempt to understand their input and will aim to strike a balance between helping them complete the current task successfully and helping them increase the efficiency of future interactions.
The core questions of this research are

· What are the most effective incentives and protocols for shaping user input towards more efficient and satisfying interaction? 
· What is the best strategy for balancing the sometimes conflicting goals of current task success and future interaction efficiency?

· How malleable are users? Given the option of speaking to the system with more natural, though error-prone, language, will users adapt their input to match the more restricted, yet presumably more efficient, target language?

I plan to explore each of these questions in order to develop an interaction protocol that facilitates efficient interaction and provides a non-frustrating user experience for both novice and experienced users. The following scenario demonstrates a potential application of the research questions:
A novice user calls a telephone-based information access application for the first time. The application welcomes the user and gives a brief introduction to the system. The user issues a natural language query that is understood by the system, but which does not match the target language. The system confirms the user’s input using the syntax of the target language and provides the query result. The user makes another natural language query, but this time the input is not understandable by the system. The system provides appropriate, intelligent shaping help based on what it does know about the user’s input and the system state. The user tries again and, like the first time, the input is understood by the system but does not match the target language. The system could respond with a target language confirmation and result string as it did earlier. However, at some point the system could also decide to take more aggressive measures to shape the user’s input towards the target grammar. For instance, the system could explicitly issue a prompt such as, “next time, try saying it this way….”
One advantage of this approach is that it allows the application to be used successfully by both one-time and regular users. Because the system understands some amount of natural language, one-time users can likely complete their task without having to spend time learning the target language structure. Regular users should find that adapting their speech to the target language leads to increased recognition success and shorter overall task completion times.
2 Speech Graffiti 

The strategies of adaptation and shaping will be implemented within the framework of the Speech Graffiti system for spoken interaction with information access applications. The Speech Graffiti approach to dialog systems is built on the principles of portability, universality, flexibility and transparency, and as such offers a system-level attempt at increasing interaction efficiency. 

2.1 Speech user interface problems

As one of the most common modes of human-human interaction, speech can be considered an ideal medium for human-computer interaction. Speech is natural and the vast majority of humans are already fluent in using it for interpersonal communication. It is portable, it supports hands-free interaction, and its use is not limited by the form factor of speech-enabled devices. Furthermore, technology now exists for reliably allowing machines to process and respond to basic human speech, and it is currently used as an interface medium in many commercially available applications, such as dictation systems (e.g. IBM ViaVoice®, Dragon NaturallySpeaking(), web browsers (e.g. Conversay Voice Surfer(), and information applications (e.g. HeyAnita Voice Manager( Suite, TellMe 1-800-555-TELL().

However, many problems still exist in the design of voice user interfaces. A principal advantage of using spoken language for communication is its unbounded variability, but speech recognition systems perform best when the speaker uses a limited vocabulary and syntax. With the exception of dictation systems, voice user interfaces must also do more than simply identify the words that are spoken. When humans hear speech, they extract semantic and pragmatic meanings from the string of words based on their syntax, the prosody with which they were spoken, and the context (both spoken and situational) in which they were uttered (Searle, 1970). The challenge of spoken dialog systems is to interpret user input in order to execute the user’s tasks correctly. Furthermore, in addition to interpreting speech, humans also tend to follow certain rules in engaging in conversations with others, such as being brief, being “orderly,” and making contributions to conversations that are no more and no less informative than the situation requires (Grice, 1975). Humans also expect both participants in an interaction to work to make the conversation succeed, especially with respect to problems that arise over the course of the conversation (Clark, 1994). 

In addition to these conversational requirements, spoken dialog systems must deal with issues directly related to the speech signal. They must be able to handle noise, both environmental (including persistent noise such as loud cooling fans, and intermittent sounds like door slams or a passing truck) and internal to the speaker (e.g. coughing or speech to another person). They must also be able to handle between-speaker variation. Although some speech recognition applications are designed to be speaker-dependent and can therefore tailor recognition parameters to a specific user’s voice, spoken dialog systems are usually designed as interfaces to applications intended to be used by a large number of people. Such applications are often accessed via telephone, which has been shown to increase word-error rates by approximately 10% (Moreno & Stern, 1994), or possibly at a public kiosk, which is also likely to add a significant environmental noise factor. 

Finally, spoken dialog systems must deal with the asynchronous/serial and non-persistent nature of speech-based interaction. In contrast to face-to-face human conversation, where a listener might express understanding problems via facial gestures or interruptions while a speaker talks, spoken dialog systems generally have a fairly strict turn-based interaction, in which the system does not respond until the user is finished speaking (although most systems do allow users to “barge in” on the system while it is talking). This can generate significant frustration if the speaker has uttered a long string of input only to discover at the end that the system did not understand any of it (Porzel & Baudis, 2004). Although multi-modal systems exist which incorporate both visual and spoken interface components (see Oviatt et al, 2000 for an overview), visual displays are not always possible (as in telephone or other remote-access systems) or desirable (as in in-car systems) (Cohen & Oviatt, 1995). Spoken dialog systems must therefore give special consideration to features such as effectively presenting large blocks of information, facilitating interface navigation, and providing support for users to request a confirmation of the system’s state.

In summary, well-designed speech interfaces must take all of these factors into account. They must be able to handle errors that result from speech recognition problems; they must be able to interpret user input appropriately; they must be able to play the appropriate role for a participant in a conversation; and they must be able to present information effectively. At the same time, it is worth keeping in mind Allen et al’s (2001) Practical Dialogue Hypothesis: “The conversational competence required for practical dialogues, while still complex, is significantly simpler to achieve than general human conversational competence.”
2.2 Approaches to speech user interfaces

In general, approaches to speech interfaces can be divided into three categories: command-and-control, directed dialog, and natural language. At the most basic level, these categories can be differentiated in terms of what users can say to the system and how easy it is for the system to handle the user’s input (or how difficult it is for developers to create the system) (fig. 1). 

Command-and-control systems severely constrain what a user can say to a machine by limiting input to strict, specialized commands or simple yes/no answers and digits. Since such systems do not require overly complicated grammars, these can be the simplest types of systems to design, and can usually offer low speech recognition word-error rates (WER). However, they can be difficult or frustrating for users since, if input is limited to yes/no answers or digits, users may not be able to perform a desired task by using only the available choices. If specialized input is required, users will have to learn a completely new set of commands for each voice interface they come in contact with. Under this paradigm, a user might have to learn five completely different voice commands in order to set the clock time on five separate appliances. While this may not be an unreasonable solution for applications that are used extensively every day (allowing the user to learn the interaction via repeated use), it does not scale up to an environment containing dozens or hundreds of applications that are each used only sporadically. 
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Directed dialog interfaces use machine-prompted dialogs to guide users to their goals, but this is not much of an improvement over the touch-tone menu interfaces ubiquitous in telephone-based systems (press or say 1…). In these systems, the user is often forced to listen to a catalog of options, most of which are likely to be irrelevant to their goal. Interactions tend to be slower, although error rates can be lower due to the shorter and more restricted input that is expected by the system (Meng et al, 2000). When directed dialog systems allow barge-in, experienced users may be able to speed up their interactions by memorizing the appropriate sequence of words to say (as they might with key presses in a touch-tone menu system), but these sequences are not valid across different applications. Users therefore must learn a separate interface pattern for each new system used and for whenever an existing, familiar system is modified. 

In natural language interfaces, users can pose questions and give directives to a system using the same open, conversational language that they would be likely to use when talking to a human about the same task (e.g. when’s the first flight to New York Monday? or did my stocks go up?). By giving great freedom to the user, this option avoids the issue of forcing the user to learn specialized commands and to work within a rigid access structure. However, it puts a heavy burden on system developers who must incorporate a substantial amount of domain knowledge into what is usually a very complex model of understanding, and who must include all reasonably possible user input in the system’s dictionary and grammar. The large vocabularies and complex grammars necessary for such systems and the conversational input style they are likely to generate can adversely affect speech recognition accuracy (Helander, 1998). For instance, Weintraub et al, (1996) reported word-error rates of 52.6% for spontaneous, conversational speech, compared to 28.8% for read, dictation speech. Furthermore, although the inherent naturalness of such interfaces suggests that they should be quite simple to use, this apparent advantage can at the same time be problematic: the more natural a system is, the more likely it is for users, particularly novice ones, to experience problems caused by their having overestimated the bounds of and formed unrealistic expectations about such a system (Perlman, 1984; Glass, 1999). Shneiderman (1980b) also suggests that “natural” communication may actually be too lengthy for frequent, experienced users, who expect a computer to be a tool that will give them information as quickly as possible. $jason’s edify findings re DD vs NL
2.3 A different approach

Speech Graffiti takes a middle-of-the-road approach to solving the issues discussed in section 2.1. Users learn a small set of standard structure rules and keywords which can be used in all Speech Graffiti applications. The structure rules are principles governing the regularities in the interaction, such as “input is always provided in phrases, each conveying a single information element.” Each application designer can specify how flexible the grammar should be for individual phrases unique to an application. Although in theory this could range from a tightly prescribed format to nearly unconstrained natural utterances, the more regular the input format is, the more easily portable the system should be to new domains, from both the developer’s and the user’s point of view. Our current applications therefore use a fairly restricted input format in which all phrases must contain both a slot element and a value element (see fig. 2 for a sample dialog).
The Speech Graffiti keywords are designed to provide regular mechanisms for performing interaction universals (Shriver & Rosenfeld, 2002): actions which are performed by users at one time or another in nearly all speech user interfaces. The set of universals addressed by Speech Graffiti was derived by analyzing several domains and application categories prior to developing the Speech Graffiti vocabulary. Table 1 shows the current set of Speech Graffiti keywords.

[image: image2.wmf]By standardizing user input, Speech Graffiti aims to reduce the negative effects of variability on system complexity, similar to the way that the Graffiti® alphabet for handheld computers requires users to slightly modify their handwriting in a standardized way in order to improve recognition performance.
 At the same time, we hope that introducing a universal structure that is intended to be used with many different applications will mitigate any negative effects that might be otherwise associated with learning an application-specific command language. 
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In my master’s thesis work, I reported on a user study comparing Speech Graffiti with a natural language speech interface and found that Speech Graffiti users had higher levels of user satisfaction, lower task completion times, and similar task completion rates (Tomko, 2003).
 Such benefits come with a lower overall system development cost, since a toolkit is available to facilitate the development of new Speech Graffiti applications (Toth et al, 2002). I also found that task success and user satisfaction with Speech Graffiti were significantly correlated with grammaticality (how often users spoke within the grammar) (Tomko & Rosenfeld, 2004b). This indicates that it is very important to help users speak within the grammatical bounds of spoken dialog systems, particularly subset language ones. Based on the experience of users in the ATUE study, 80% grammaticality appears to be a reasonable preliminary goal for effective interaction.

However, even after training, some users have difficulty speaking within a restricted grammar. In the ATUE study, six of 23 participants preferred the natural language system. The experience of these six users provides a snapshot of frustrating communication. In the Speech Graffiti interactions, they accounted for the six highest word- and concept-error rates, the six lowest task completion rates, and the four lowest grammaticality rates. On the other hand, these users also accounted for the four lowest task completion rates for the natural language system, which suggests that working with speech interfaces in general may pose problems for some users. One defining characteristic of these six participants was that all but one of them belonged to the group of thirteen study participants who did not have computer programming backgrounds. As a minimal proof-of-concept exercise, one of these six participants returned to our lab a year after the initial study to interact with the Speech Graffiti MovieLine again. She was given a more intensive, interactive training session and allowed to ask questions both during the training and while working on tasks. This time her interaction was much more effective and non-frustrating, which provides an initial data point for the hypothesis that, given the right help, nearly everyone can have successful interactions with the Speech Graffiti system. The proposed strategy for adaptation and increased interaction efficiency will be designed with such  users in mind. 
2.4 Why Speech Graffiti? 

Given that I intend to implement a system that understands more natural language input than canonical Speech Graffiti (although not as much one would find in an interface specifically designed as a natural language spoken dialog system), a major question is why user input should be shaped towards a more constrained target language: why should the system not simply cater to the user’s natural language input? Several aspects of Speech Graffiti are discussed here as support for the shaping approach.

2.4.1 Universality
From the user’s perspective, Speech Graffiti's structures and keywords are universal. Therefore, structures and keywords learned while interacting with one Speech Graffiti system can be reused when interacting with other Speech Graffiti systems. This is in contrast to traditional command-and-control systems, in which separate applications generally have unique interaction protocols. From the user's point of view, it might be suggested that natural language systems offer the ultimate in universality: you speak naturally to one system, you speak naturally to all of them. But linguistic coverage is not likely to be exactly the same across domains. For instance, some natural language systems may support anaphora resolution, allowing users to say things like tell me about that, while other systems may require users to be more explicit about what that is. Even within the “expanded” grammar that I plan to implement, syntactic and functional capabilities are likely to vary across domains. Shaping user input to the Speech Graffiti target language helps ensure that users have a universal set of skills for using with all Speech Graffiti applications. 
2.4.2 Efficiency
Compared to natural language interfaces, Speech Graffiti interactions tend to be briefer. In the ATUE study, median task completion time was about 21% shorter for Speech Graffiti than for natural language (Tomko, 2003). Speech Graffiti also facilitates more efficient interactions compared to those of directed dialog systems. Because Speech Graffiti is essentially a user initiative system, users do not have to work through menus or listen to a series of lengthy prompts before creating queries for the exact information for which they are searching. Speech Graffiti's subset language also generates lower speech recognition word- and concept-error rates compared to natural language systems (35% vs. 50% word-error rate and 27% vs. 51% concept-error rate in the ATUE study), reducing the chance that interaction-lengthening, error-correction turns will be introduced.
2.4.3 Transparency
 
Two key features of Speech Graffiti promote interface transparency: orientation keywords and explicit confirmation. Speech Graffiti includes keywords that allow users to orient themselves within an interaction. For instance, options allows users to find out what they can say next at any point in an interaction, and where was I? prompts the system to repeat all of the information it has stored for the current query. Both keywords are easy to implement in a structured system like Speech Graffiti. Although a function like where was I? should be fairly simple to include in natural language systems, options-type functions can be difficult to implement since the space of things that users can say at any point can be very large or hard to explain. To further enhance Speech Graffiti’s transparency, the list of choices that is generated in response to options includes a comprehensive list of available slots. Therefore, by saying options the user can easily learn the functional and domain boundaries of the system. This kind of information is notably hard to convey in natural language systems (Ogden & Bernick, 1997). 
Speech Graffiti's explicit confirmation strategy provides feedback on recognized items with every input turn. Our previous research has shown that users perceive this definite, grounding step as a benefit missing in natural language systems (Shriver et al, 2001), and others have also shown that explicit confirmation messages facilitate faster recovery from error incidents compared to implicit confirmations (Shin et al, 2002). 
2.4.4 Portability
Speech Graffiti was designed to support the creation of interfaces to new information-access domains with minimal effort and language engineering.
 A toolkit has been created that allows developers to create new applications by providing basic information such as vocabulary-to-database-column mappings in a web-based form (Toth et al, 2002). Some amount of domain knowledge is still required for the creation of Speech Graffiti applications. For instance, developers must be able to predict common synonyms for slot and value names, and they may need to program some default constraints for database queries (for example, in the movie domain, we add a default “date=today” constraint to the query unless the date is otherwise specified or the query is not time-dependent, such as a request for the address of a theater). Although there have been efforts to simplify and modularize the creation of new natural language spoken dialogue systems (e.g. Nakano et al, 2000; Glass & Weinstein, 2001; Denecke, 2002), we believe that the Speech Graffiti approach more thoroughly minimizes the amount of syntactic and deeper semantic knowledge and analysis required. 

2.4.5 Flexibility
As noted above, Speech Graffiti is not designed to support intensive domain knowledge and concept mapping. Speech Graffiti slots are simply matched to database columns, thus allowing users to customize queries to their needs. From the user’s point of view, natural language systems may be assumed to be highly flexible, but such systems have functional limitations based on what input-to-concept mappings have been encoded by developers. For instance, in the ATUE study, the natural language system allowed users to query genre information only in terms of specific movies (e.g. what kind of movie is Star Wars?). The natural language system did not support queries like what kind of movies are playing at the Manor Theater?, even though the backend database was capable of retrieving such information. In contrast, with Speech Graffiti, any permutation 
of database items (slots) can be combined to generate queries. 

3 Proposed Thesis Plan
3.1 Thesis statement

A system of shaping and adaptivity can be used to induce more efficient user interactions with spoken dialog systems. This strategy can increase efficiency by increasing the amount of user input that is actually understood by the system, leading to increased task completion rates and higher user satisfaction. This strategy can also reduce upfront training time, thus accelerating the process of reaching optimally efficient interaction.
3.2 General approach 

This approach to increasing interaction efficiency with spoken dialog systems has three main components and is shown as a flow chart in fig. 3. First, an expanded grammar (A) will allow the system to recognize more natural language input than is accepted by the canonical Speech Graffiti language. We hypothesize that the use of the expanded grammar will reduce training time and allow the system to be more forgiving for novice users, which should increase user satisfaction. Second, a shaping strategy will determine the appropriate shaping response (B) for non-Speech Graffiti input that is accepted by the expanded grammar. Finally, an error classification and response strategy will provide context-appropriate, intelligent shaping help (C) for situations in which user input is accepted by neither the target nor the expanded grammars. Once novice users have reached a level of proficiency with the system, intelligent shaping help will also be used to suggest further strategies for optimizing interaction efficiency.

This research will be carried out in two testbed applications, enabling users to work with more than one information and data type and allowing for the investigation of cross-domain skill transference. The two information domains will be

· Movies (MovieLine)

· Airline flights (FlightLine)

We have previously created Speech Graffiti interfaces for the first two domains. It should be noted that while both of these domains involve fairly straightforward information-access, they differ in the complexity of the information that they present. The FlightLine database is constructed as a single table, and therefore it makes sense for users to request “complete” information about items matching their constraints. That is, might want all the available information about Flight 44, not just its arrival time. In contrast, the MovieLine database consists of multiple data tables: one for movie information, one for theater information, and so on. It is not clear what the linking constraints would be that would be required in order to generate “complete” information about a particular movie. Therefore, in the MovieLine domain, users must specify which slots they would like the system to provide (multiple slots can be provided).    
3.3 Expanded grammar

The use of both a more natural language and a restricted language in the same system will allow us to investigate the following research question:
· How malleable are users? Given the option of speaking with more natural language, will users allow their input to be shaped to be more efficient?
Evidence suggests that when users speak outside the Speech Graffiti grammar (i.e. using more natural language), they still tend to use a limited set of syntactic structures compared to speech to a fully natural language system. We plan to exploit this phenomenon to create our expanded language. Users will not be told about the properties (or even the existence) of the expanded language. Instead, they will be given brief instructions to speak to the system simply, and then the shaping features of the interaction will guide them towards more efficient communication, as defined by the target language. 

On the system side, the proposed strategy will feature a weighting scheme for determining how much consideration to give to the two languages at any given time. Because of the uncertainty inherent in the speech recognition process, we can never be sure whether a hypothesis from either model is correct. For novice users, it is likely to be the case that the more natural language model, rather than the target model, covers their input. However, as user input is successfully shaped towards the target language, the target language hypotheses should be given more credence. This weighting scheme should adapt bi-directionally, since it is possible for relatively proficient users to forget or misuse Speech Graffiti concepts, perhaps due to distraction or to a chain of recognition errors that causes users to think their input is incorrect. The need for such a weighting scheme thus introduces an additional research question: 

· What features can be used to influence our decision about which hypothesis is most accurate or useful at any time? What effect will such decisions under uncertainty
 have on future strategies? 

3.4 Shaping strategy
The goal of the shaping strategy is to handle user input accepted by the expanded, but not the target, language in a way that balances current task success and future interaction efficiency. The baseline shaping strategy will confirm all expanded-language user input with the target language (Speech Graffiti) equivalent (this will also be the same confirmation novice users will receive if they speak within the target language). This strategy serves the dual purposes of grounding interactions via explicit confirmation and lexically entraining users to speak in a more efficient way.
One problem with natural language dialog systems is that it can be difficult for users to perceive the boundaries of what those systems understand, making it all too easy for users to inadvertently speak outside the grammar or outside the conceptual or functional limits of the system. The strategy proposed here should ensure that when the system is recognizing input that is covered by the expanded language, it is actively shaping users towards the target language so that they are not tempted to speak beyond the bounds of the expanded language. 

Since one function of the shaping strategy in this approach is to improve future interactions, more aggressive shaping messages may occasionally be presented even when an interaction is successful. We intend to analyze the cost of providing non-task-critical help in terms of future user performance and satisfaction in order to find an acceptable level of such interruption. This is similar to the machine learning principles of exploitation vs. exploration. In exploitation, the system will continue to choose strategies that are known to be successful, without searching for options that might be more efficient. In exploration on the other hand, the system will set aside considerations of current-task efficiency in order to search for strategies that may provide a greater benefit in the long term. In this research, given any user query that is understood by the expanded language but not the target language, there are three possible system responses: 

· a baseline shaping confirmation plus the query result (exploitative) 

· a more aggressive shaping confirmation plus the query result (exploitative, suggesting exploration)

· a shaping prompt with no query result (explorative) 

The primary features for determining which option to choose will likely be the number of turns and errors in the session so far (such that higher counts of each suggest more explorative strategies). Finding an acceptable balance between exploitation and exploration will be a key feature of our strategy. It is also important to find the right content for such messages in order to minimize frustration or annoyance.
3.5 Intelligent shaping help

The third component of our shaping strategy will be the feedback provided when problems are detected by the system because the user’s input has not matched either the target or the expanded language. This feedback will take the form of intelligent help designed to cause the user to say something that the system will understand. In keeping with Speech Graffiti’s goal of portability, it is important that this intelligent help can be provided in an application-independent way. This research will address the following questions about intelligent help: 

· What should the content of help messages be in order to shape user input most effectively? 
· How reliably (and domain-independently) can we determine what a user is trying to do in order to provide appropriate help? Since speech recognition results are only hypotheses, and never guaranteed to be correct, we by definition have incomplete information on which to base our decision. Furthermore, even if we have some contextual information (from previous utterances, for instance), it can still be difficult for the system to determine what the user’s goal is since Speech Graffiti has been designed to facilitate user initiative. In the movie domain for example, the utterance theater is the Manor could be the start of a request to find out which movies are playing at the Manor Theater, but it could also be the start of a request for the phone number or the address of that theater. We will investigate both rule- and classifier-based strategies for determining the appropriate context in which to frame intelligent help at any point in the interaction.
4 Thesis contributions 
This research aims to create a system of intelligent shaping help and adaptive strategies that can be used to influence user input towards more efficient interactions with a spoken dialog system. The main contributions of this work will be:

· An understanding of which factors shape user input most effectively and when such shaping should be done. This information should have broader applicability for all spoken dialog systems, not just subset language ones. 

· A strategy for increasing the efficiency and effectiveness of user interaction with voice user interfaces.  
· A further investigation into the use and effectiveness of intelligent help in spoken dialog systems.


· A functional system which exploits the phenomena of shaping and entrainment observed in human-human and human-computer interactions to a greater extent than has been done in previous research.

· The development of a scheme for incorporating results from multiple, parallel-content grammars in a spoken dialog system.
5 Literature review

5.1 Motivation for the Speech Graffiti approach
Despite the interest in and research challenges posed by conversational natural language interfaces, various studies and researchers have suggested that restricted or subset languages are indeed a reasonable approach to spoken interaction with computers and that such input is not necessarily unnatural. For instance, Shneiderman (1980a) suggested that using a small, well-defined language may actually make interactions easier for novices, since it makes clear what is and what is not accepted by the system. Black and Moran (1982) found that command words prescribed by system designers were not necessarily any easier for people to remember than “natural” (i.e. user-generated) ones. Longer, unconstrained speech has also been shown to generate more disfluencies (Oviatt, 1995), making the speech recognition process more error-prone for more conversational spoken dialog systems, while structured interactions generate significantly fewer parses per utterance (Oviatt et al, 1994). 

Kelly (1977) conducted a study in which users completed tasks (via typed input) using either unlimited vocabularies or restricted vocabularies of 500 or 300 words. The restricted vocabularies were chosen based on frequency of use in solving similar tasks in the same domain. Prior to working on a set of tasks, participants studied the vocabulary until they could pass a recognition test with 75% accuracy. Kelly found no significant differences in the time required to solve problems with different vocabularies, and noted that subjects easily adjusted to the restricted vocabularies they had to work with. Similarly, Jackson (1983) showed that users adapted to syntax restrictions in text-based interactions.
Hendler and Michaelis (1983) had study participants complete problem-solving tasks with a partner by sending text messages over linked terminals. Participants in one condition were told that the system only accepted a strict grammar, although they were not actually told what that grammar was. When users in this group sent an ungrammatical message, the message was blocked and sent back to the sender marked as ungrammatical. Participants had one hour to complete each of three tasks. Although users in the limited grammar condition took nearly twice as long to complete the first task as participants in the unlimited condition, completion times did not differ significantly for the second and third tasks, indicating that users soon became comfortable with the grammar limitation. 

More recently, Sidner and Forlines (2002) conducted a study on a subset language interface for a home entertainment system and showed that users were able to complete tasks successfully with the language. They found that participants’ performance did not decline when attempting tasks the following day, thus demonstrating that users were able to retain their knowledge of the language. However, only three out of 21 participants achieved near-perfect grammaticality, and users of this system had visual help available, either on request or continuously. The subset language used in this study was designed to use simple, common English grammatical structures and a limited vocabulary, but unlike Speech Graffiti it was not necessarily designed to be adaptable to different domains.
These studies have demonstrated that users can indeed interact successfully with restricted language interfaces. However, many of them used modalities which offered a visual component, avoiding some of the problems of non-persistence and asychronicity inherent in speech communication. Our ATUE study confirmed the potential for restricted languages in speech-only human-computer interaction, but also established the need for further research on helping make such languages more habitable for all users. 
5.2 Error identification and handling in spoken dialog systems

Because of the uncertainty inherent in the automatic speech recognition procedure, error identification and handling has been an area of particular interest in spoken dialog systems research. Significant work has been done on identifying and predicting error situations (e.g. Walker et al, 2000; van den Bosch et al, 2001; Litman et al, 2001), and designing and evaluating error handling and repair strategies (e.g. Goldberg et al, 2003; Bousquet-Vernhettes et al, 2003; Bohus, 2004). 
Many common error handling strategies incorporate two aspects of spoken dialog systems that are not present in Speech Graffiti: conversationality and system- (or at least mixed-) initiative. Systems that strive to be conversational generally include a variety of error handling strategies, in order to mimic human-human communication and avoid potentially boring repetition in the human-computer interaction. Thus, the same error conditions may generate several different error-handling prompts on different occasions. Systems that include system- or mixed-initiative interactions can handle errors by focusing their prompts on specific information (I’m sorry; on what day did you say you wanted to travel?).  They can also use their prompts to include implicit confirmations (OK, when do you want to fly to San Diego?) 
In contrast to such conversational systems, our aim is to create simple, domain-independent strategies that are designed to help increase overall interaction efficiency. Our error handling strategies will not be concerned with merely correcting individual errors and moving on, but with helping users understand how to interact better with the system. Therefore, simple, explicit confirmation and regular interaction structures are more important than variety or naturalness in our system.
One aspect of previous error handling research that is potentially relevant for this work is the description of feature sets for predicting error incidents. Walker et al (2000) used a set of 196 features to predict whether a dialog would be “problematic” (i.e. whether it should be handed over to a human operator). Some of the most influential of these features were utterance duration, the number of words in the recognized string, the presence of specific words like help or I in the hypothesis, and the likelihood of the input being categorized as a particular type of task. Van den Bosch et al (2001) have successfully predicted problematic situations based on lexical information in ASR hypotheses and the sequence of system question types. These results suggest features we might investigate for use in our initial grammar weighting scheme and intelligent shaping help classification.
5.3 Shaping and lexical entrainment
The phenomenon of lexical entrainment and other speaker adaptations in response to non-explicit factors is well-documented in both human-human and human-computer communication. In a classic study of human-human interaction, Matarazzo et al. (1963) found that in interview settings, the duration of interviewee utterances was significantly affected by the duration of interviewer utterances. This affect was bidirectional, such that when interviewer utterances grew longer, interviewee utterances also lengthened; when interviewer utterances became shorter, interviewee utterances shortened. 

In experiments with computer-mediated human-human dialogue, Ringle and Halstead-Nussloch (1989) found that increased response formality and system state transparency produced user utterances which were syntactically simpler. In this study, users generally reported that they did not feel that the increased formality affected the naturalness of the interactions. Shriberg et al (1992) found that input simplification also occurred when speech recognition word-error rates were high. In the UNIX help domain, Chin (1984) found that users in a control group who were told they were interacting with a human operator used more anaphora and ellipsis than participants in the (simulated) intelligent help group. 
Zoltan-Ford (1991) conducted a Wizard-of-Oz study to determine the effects of several potentially influential variables on user input: conversational vs. terse system output, restricted vs. unrestricted user input, familiar vs. unfamiliar vocabulary, and keyboard vs. voice input. She found that terse system outputs generated user inputs that were 60% shorter than those generated by conversational system output, and that restricted-input users were much more likely to match their input to the system’s output characteristics. Overall, she found that explicit shaping, in which errors occur if the user does not adapt, was a more effective influence on user input than modeling, in which the user just adapts naturally to the computer’s style.  

Brennan (1996) found strong evidence for lexical entrainment, or the shared use of the same term to refer to the same object. In a speech-based database manipulation task, she found that users adopted the computer's term 88% of the time when it was explicit or exposed (by college, do you mean school?) and 58% of time when it was implicit or embedded. She also found an effect of memory: users adopted the system’s term 87% of the time when the object needed to be re-referred to immediately, and 59% of the time when the object was re-referred to later. Gustafson et al (1997) found strong entrainment effects for both vocabulary and syntax in a spoken dialog system. It has also been shown that users mirror prosodic features such as the amplitude and speed of computer systems’ text-to-speech output (Darves & Oviatt, 2002; Coulson et al, 2002; Suzuki & Katagiri, 2003).
In the ATUE study, we noticed a simplification effect in the scope of natural language constructions. After considering items like movie and theater names to be equivalence class members, the utterances used by participants when speaking to the natural language MovieLine reduced to about 580 templates. In contrast, with the Speech Graffiti MovieLine, when users spoke outside the Speech Graffiti grammar and used natural language instead, their utterances reduced to only 94 templates. One of the main differences between the templates in the two systems was the lack of conversational phrases like can you give me… and I would like to hear about… when speaking to the Speech Graffiti system. Thus we found that the use of a restricted language system influenced users to speak in a simpler way, even though they did not always speak in exactly the “correct” restricted manner.  

All of these studies show the existence of the phenomenon of entrainment in human interaction, both with other humans and with computers. However, no studies that we know of have specifically addressed the idea of harnessing the power of this phenomenon to improve the quality of human-computer speech interaction, as I propose in this program. Furthermore, some of these studies were designed to assess entrainment covertly. For instance, in Zoltan-Ford’s study, users were told that they were working with a system that could communicate in “ordinary, everyday English.” In this research, I am interested in what I hypothesize to be an even stronger effect: what happens when users are fully aware that they are working with a restricted language system. 
5.4 Intelligent shaping help

Nearly all human-computer interfaces incorporate some kind of help facility, which can be categorized from the system’s point of view as either passive or active (Fischer et al, 1985). Passive help is most commonly available: a user, realizing that he has made an error or is not sure how to perform some action, explicitly says help (or clicks a button in a physical or visual interface) and the system responds with some presumably informative help prompt. This prompt could be interactive, asking the user a series of questions to determine more precisely what the problem is, it could provide information based on what the system automatically knows about the task context and the current system state, or it could provide a general help prompt that may or may not address the user’s specific problem ($help prompt from NLML here)
Active help is provided automatically when the system determines that there is a problem with the interaction. Active help has also been variously described as knowledge-based (Fischer et al, 1985), advice-giving (Carroll and McKendree, 1987), intelligent (Hockey et al, 2003), or targeted (Gorrell et al, 2002) help, since in order for the system to provide useful information in these cases it must somehow form a hypothesis about what the specific problem is, without explicit input from the user. Perhaps the most well-known example of active help is Microsoft’s Office Assistant (“Clippy”), but anecdotal evidence suggests that its well-intended interventions were not always viewed as helpful by users. Carroll and McKendree (1987) present a thorough discussion of research and design issues for advice-giving expert systems, and note that active help offers a potentially powerful strategy for managing the tradeoff between learning a system and working on a task; ideally, systems should allow users to do both at the same time. Some of the key areas Carroll and McKendree point to for further research include empirical evidence on questions such as: what level should advice be provided at?; what consequences should accompany advice?; how should advice be timed with respect to a triggering event such as an error?; how much advice should be given?; and what dynamic aspects of advice-giving strategies are important? Fischer et al. (1985) further point out that since active help is often triggered in response to users’ suboptimal actions, it is important to determine an appropriate metric for categorizing actions as suboptimal. This research program is designed to address many of these questions in the domain of spoken language systems. 

Most work on active help has been conducted in the area of text-based systems with visual components. When it does appear in spoken dialog systems, active help is generally fused with a system’s error handling strategy; the help is provided as a way to recover from dialog errors that have been identified. Two approaches to active help in speech interfaces are presented in Gorrell et al (2002) and Hockey et al (2003).
Gorrell et al created a system to provide targeted help in the context of a mostly user-initiative, natural language system for device control in a home. This help system is based on the use of two language models: a grammar-based model for general use, and a statistical language model (SLM) for when the grammar-based model fails or has very low confidence. When a back-off to the SLM is triggered, a decision tree is used to classify the utterance as to what user is likely to be trying to do. The decision tree utilizes a set of 24 features, including the recognized words in the string, speech recognition hypothesis confidence scores, and the presence or absence of specific words like the, on/off, switch, etc. This targeted help is therefore only executed in the case where the system does not understand the user input, not in the case where a user specifically asks for help. A targeted help message is then delivered based on the decision tree result, which can be one of 12 classifications. The help messages generally take the form of to do X, try saying Y. In a user study comparing targeted help to a control help condition—in which system non-understandings first generated a sorry, try again message and then a short, standard help message on a consecutive non-understanding—the targeted help system generated significantly lower word-error rates overall and in the first five utterances, and significantly higher grammaticality rates. 

Hockey et al created a similar intelligent help system, differing from Gorrell et al’s mainly in its classification strategy. When back-off to the SLM recognizer is triggered in this system, a targeted help message is created if the SLM result is not parsable by the dialog system. This help message comprises one or more of the following components:

A. a report of the SLM recognition hypothesis

B. a description of the problem with the user’s utterance

C. a similar in-coverage example to suggest what the user might say instead

A hand-built, rule-based system is used to determine the exact content of parts B and C. The diagnostic messages provided for part B can be one of three major types: endpointing, out-of-vocabulary, and subcategorization (e.g. word X cannot be used in a phrase of type Y). In constructing part C, the system tries to use words and the dialog-move type (e.g. wh-question, yes/no question, answer or command) from the user’s original utterance. In a user study comparing their targeted help to a no-help condition, Hockey et al found that significantly fewer targeted help users gave up on tasks and that targeted help had a positive effect on task completion times. However, it was not clear if user-initiated help was available at all or used in either condition. As with Gorrell et al’s study, this one did not investigate the effects of targeted help activation over time, nor did they report how often the systems provided inappropriate help. 

These intelligent help systems are quite similar to the intelligent shaping help proposed in this program, with some key differences. Although it appears that the systems in which Gorrell et al implemented targeted help used limited grammars, they do not necessarily use universally structured grammars. Furthermore, they did not report any longitudinal user study results, such as how targeted help use changes over time. Therefore it is not clear that their targeted help is specifically helping users learn a certain interaction style as opposed to fixing one-time errors. Also, in both of these systems, targeted help is designed to be executed only in the case of system non-understandings, whereas I plan to make use of intelligent help strategies also in user-requested help instances and as a more aggressive shaping strategy in  certain cases in which only the expanded grammar understands the user’s input. It is also not clear from the experimental results whether there is a particular performance or portability advantage to Gorrell et al’s decision tree classification strategy or Hockey et al’s rule-based one. Finally, neither group systematically explored the performance implications of the specific content of their targeted help messages. In general, I feel that there is a great opportunity for exploring the potential of active help in spoken dialog systems.  
Over the course of this research, I may also investigate the usefulness of visual aids for improving interaction efficiency. “Cheat sheets” have been found to be effective; in an email navigation and presentation study, most users spoke only the items printed on a card of sample commands (Marx & Schmandt, 1996). Likewise, in an informal Speech Graffiti study, a user who had previously had difficulty with the interface was much more successful when she was able to refer to a short page of notes she had made during the tutorial session. 

5.5 Adaptive systems
Most adaptive systems entail the creation of a user model, which is defined by Wahlster and Kobsa  (1989) as 

a knowledge source in a natural-language dialog system which contains explicit assumptions on all aspects of the user that may be relevant to the dialog behavior of the system. These assumptions must be separable by the system from the rest of the system’s knowledge. 

User models are often used by systems as evidence on which to base assumptions about users’ beliefs, goals and plans. From these assumptions, adaptive systems can tailor message content to the needs of individual users. The simple user modeling I propose in this research program is somewhat similar to the stereotype-based user modeling advanced by Rich (1989). Stereotypes comprise a body of features that are applicable to users described by a particular stereotype, and a set of triggers that activate that stereotype. My user model will be comparable in its use of broad categories rather than individual combinations of user characteristics, and in the existence of triggers for updating the user classification, but since our system will likely have only two stereotypes (novice and expert), we can make decisions based simply on those labels without having to look more closely at specific features deriving from those labels.

In spoken dialog systems, conversational initiative is often the adaptive feature. This allows users to be in control of the dialog as much as possible, but enables the system to take the lead when problems occur. For example, Chu-Carroll (2000) and Litman and Pan (2002) describe systems in which the decision to switch initiative is based on basic probability assignments or decision tree outputs, respectively. A limitation of the adaptivity in Litman and Pan’s system is that the change is uni-directional: the system starts out as user-initiative and moves to system-initiative as problems occur. Once the interaction becomes system-initiated, it cannot return to its original user-initiative state, an approach which seems unnecessarily restrictive.
Komatani et al (2003) created an adaptive bus information system that incorporates models of users’ skill level, domain-knowledge level, and hastiness. Like the dialog systems described above, one of this system’s adaptive features is conversational initiative, but it also adapts its confirmation strategy and response contents. The user model is calculated for each user utterance in the dialog, so that the system can make multiple strategy changes over the course of an interaction. An evaluation of this system found that it helped novice users increase proficiency more quickly, and that dialogues become shorter. 

These systems have shown that adaptivity can be used in spoken dialog systems to make interactions more efficient and user-friendly. However, the advantages of adaptive systems appear to be underutilized in spoken dialog systems and the proposed research program will further explore its use in such environments.
6 Proposed research program 

6.1 Expanded grammar

Goals: Create expanded grammars for the MovieLine and FlightLine which enable those systems to accept more natural language input than the target Speech Graffiti language. 
Proposed approach: The expanded grammars will be designed to take advantage of the phenomenon that users will restrict and simplify their speech when they are aware that they are speaking to a system with restricted understand capabilities. 
We have seen this effect in two studies in our lab. First, during the ATUE study (Tomko, 2003), we noticed that even when users spoke outside the Speech Graffiti grammar to the Speech Graffiti MovieLine, they used a much smaller set of natural language syntactic constructions than what appeared in users’ speech to the natural language system. 
To further investigate this effect, we devised a Wizard-of-Oz study in which users were provided with brief instructions indicating that they should “speak simply” to the telephone-based system (Tomko & Rosenfeld, 2004a). If the wizard determined that the user spoke simply enough—with no conversational artifacts, complex syntactic constructions, anaphora, or vocabulary that could not be handled in a current Speech Graffiti system (e.g. saying films instead of movies; earliest flight)—the user’s input was tersely confirmed. Input judged to be too complex was rejected with a simple non-understanding message, which on consecutive rejections cycled between Excuse me?, Sorry, I didn’t get that, and a replay of the original “speak simply” instructions. The high overall task completion rate—96%—indicates that users are very adept at simplifying their instructions, since tasks could not be completed without simplified input. 
We have created an expanded grammar for the MovieLine that accepts approximately 85% of the natural language inputs to the Speech Graffiti system from the ATUE experiments and the input collected in the Wizard-of-Oz study described above. This domain-specific grammar was created by hand in about two days, significantly longer than the one hour or so that it takes to create a Speech Graffiti grammar using the web application generator (Toth et al, 2002). The expanded grammar was created so that all input is still mappable in a straightforward way to Speech Graffiti slot+value phrases. It allows both domain-specific non-content words (like playing and showing) and domain-independent non-content words (like could you tell me). It allows anaphoric phrases, but does not actually resolve them. The expanded MovieLine grammar contains only about 14% more words than the Speech Graffiti MovieLine grammar. The largest difference is in the form of queries and value specifications that are handled. The expanded grammar also introduces ambiguities that are not present in the Speech Graffiti grammar. In the movie domain for instance, Squirrel Hill is both the name of a theater and a neighborhood. Our simple, baseline shaping strategy will interpret value-only Squirrel Hill input as either neighborhood=is Squirrel=Hill or theater=is Squirrel=Hill, making an efficiency-reducing correction step necessary in some cases. Table 2 shows a sample of input handled by the expanded grammar with equivalent Speech Graffiti input. 
	Expanded grammar input
	Target grammar mapping

	When is it playing in Monroeville?
	area=Monroeville, showtime=what?

	Shrek
	movie=Shrek

	Theaters where Monster is playing
	movie=Monster, theater=what?

	Could you tell me what movies are showing at Manor theater?
	theater=Manor, movie=what?


We will also create a similar expanded grammar for the FlightLine system. The FlightLine tasks from the Wizard-of-Oz study as well as the logs from the CMU Communicator’s natural language travel information system (Eskenazi et al, 1999) will provide the basis for the content of the FlightLine expanded grammar. 
Action items:
· Design MovieLine expanded grammar – completed
· Design FlightLine expanded grammar – 2½ days
· Compute and compare perplexity of ML & DL expanded grammars: how different are expanded grammars in different domains? – ½ day


Estimated time: 3 days
6.2 Grammar weighting scheme
Goals: Create an algorithm for handling outputs of the target and expanded grammars and deciding which hypothesis to pass on for further processing. 
Proposed approach: For users to realize the greatest advantage from using Speech Graffiti, the target and expanded languages should be separated so that target language input can benefit from having a smaller language model (i.e. the target input language model should have lower perplexity). Fig. 4 shows the overall utterance handling process from fig. 3 with the added detail of the two grammars. The grammar weighting scheme will likely take into account features directly related to the n-best results such as ASR confidence scores and the parsability of each hypothesis, as well as indirect features such as the number of non-understandings or the number of utterances processed so far in the interaction. I propose to investigate various learning methods and feature sets to determine an effective hypothesis selection method. This decision on which method to use is not a core part of this research program; given that, it is likely that an “off the shelf” strategy will be used.
Action items:
· Design and test grammar weighting scheme – 3 weeks


Estimated time: 3 weeks

6.3 Baseline shaping strategy  -- aargh. I want to explain about the reason for full confirmation, but I have no idea where to put it. Maybe I will leave it out again for a while and put it back in when I read the whole thing over. Or ask Roni what to do with it. 
Goals: Create and implement a baseline shaping strategy that will deliver shaping prompts to user input covered by the expanded grammar but not the target grammar.  
Proposed approach: The baseline step in increasing interaction efficiency will be to provide simple shaping prompts that will encourage users to speak in the more efficient Speech Graffiti style. To do this, we will take advantage of the power of lexical entrainment (see section 5.3) and explicitly confirm all expanded grammar input with its Speech Graffiti equivalent. For example, using the expanded grammar inputs from Table 2, if a user asks, When is it playing in Monroeville?, the system will respond with area is Monroeville, requesting show times, and then present the query result. If the user says Shrek, the system will respond, movie is Shrek. 
To further reinforce the target language, the system will confirm target language input the same way. However, the confirmation strategy for target language input is likely to change and become terser later in this program as part of our adaptive strategy for more advanced users. At this stage of the design, if the input is not parsable by either grammar, the system will simply return a non-understanding signal. As in the current Speech Graffiti system, the non-understanding signal will be a short beep (marked as {conf!} in our transcripts, for “confusion”). On a third consecutive non-understanding, the system will play a {conf!} as well as a generic help message like Here's an example of how to talk to the system: movie is Titanic, what are the show times? For more information about this, say help. You can also say start over, where was I?, scratch that, or options. 
It is useful to remember that in most directed dialog and some natural language systems, prompts may be given by the system that directly lexically entrain the user's next utterance, e.g. Say vanilla or chocolate. ( chocolate. However, in Speech Graffiti, system prompts are generally confirmations rather than actual prompts to the user. Therefore, this shaping strategy is designed to entrain users more to speak in specific syntactic patterns rather than to use specific vocabulary words (although in some cases specific words are important too).
Action items:
· Design baseline shaping strategy – completed 
6.4 Speech Graffiti testbed applications

Goals: Develop Speech Graffiti applications for two domains in which to implement and test our intelligent help and shaping strategies. At least one application should be in a domain of that is of general interest to the community and provides real-time information, to encourage repeated, real-world use by the general public.

Proposed approach: We have existing Speech Graffiti systems in the movie and air travel information domains. Each Speech Graffiti application is implemented with various components residing on multiple machines spanning two platforms (Linux and Windows NT) (fig. 6). The dialog manager consists of an application-independent Speech Graffiti engine and an application­specific domain manager. The Speech Graffiti engine uses the Phoenix parser (Ward, 1990) and the domain manager interacts with a commercial database package (in our current applications, Oracle or PostgreSQL). These components together constitute a stand-alone, text-based version of the system, which can be developed and tested independently of the speech recognition, speech synthesis, and telephony control components. 

Speech recognition is performed by the CMU Sphinx­II engine (Huang et al, 1993) using acoustic models based on Speech Graffiti applications. Statistical language models for each application are created using the CMU/Cambridge SLM Toolkit (Clarkson & Rosenfeld, 1997). Speech synthesis is performed via unit selection-based, limited domain synthesis (Black & Lenzo, 2000) using the Festival system (Black et al, 1998). All components are integrated using a Visual Basic framework and a socket interface where needed. 
The MovieLine application provides current information about movies playing in the Pittsburgh area and as such fits our desire for a general interest domain. The FlightLine system currently retrieves travel information from an outdated, static database. I plan to update this database with more robust information, but it will likely continue to provide only simulated data. Despite this, FlightLine is a valuable system to have in our set since it introduces several slot-level ambiguities that are not present in our other databases. For instance, time, gate, and airport must all be resolved to refer to either departure or arrival. 
Based on our previous user studies, the Speech Graffiti target grammar has been finalized for this research program. This grammar is described in Appendix A. The most substantial change from previous versions is the addition of a time macro that will allow users to query time ranges in a more natural way compared to the standard, two phrase version. That is, instead of saying show time is after nine o’clock, what are the show times?, users can now ask what are the show times after nine o’clock?
Action Items:

· Finalize Speech Graffiti target grammar –  completed
· Revise code to include time macro, grammar weighting scheme and baseline shaping strategy – 15 days 
· Update FlightLine database (and grammar, as necessary) – ½ day 
· Synchronize FlightLine functionality to match MovieLine and DineLine – 3 days
· Synchronize text-to-speech databases to reduce variability between the systems – 1 day
· Freeze and back up all systems – ½ day

      Estimated time: 5 weeks

6.5 MILESTONE 1: Baseline shaping strategy evaluation
Goals: Determine the effectiveness of the baseline shaping strategy and the dual grammar approach. Generate a corpus for error analysis to inform design of intelligent shaping help.  
Proposed approach:  A user study will be conducted that is designed to address the following question: is the baseline shaping strategy effective in increasing efficiency? Interactions will be compared with the baseline shaping confirmation and a non-shaping confirmation. Since there will be a learning effect, the study will be designed as a between-subjects experiment. The non-shaping confirmation condition will confirm input with a terse, value-only restatement, as implemented in our previous Speech Graffiti versions. Efficiency will be measured through task completion rates and times, error rates, and user satisfaction scores. Target language grammaticality will also be analyzed, since we propose that speaking within the target language facilitates more efficient interactions. The hypothesis is that users in the shaping condition will exhibit greater interaction efficiency than those in the non-shaping condition. Since this project aims to increase interaction efficiency over time, we will also analyze efficiency measures within-subjects over the course of their interactions.
Prior to running the study, we will decide on a tutorial strategy to provide users with initial, pre-interaction information about how to use the system. Ideally, the tutorial segment should be last less than one minute and be able to be given completely over the phone, allowing the system to be self-contained and usable by people who do not have access to other training materials. The planned pilot studies will be used to refine the tutorial content.
Action items:
· Obtain IRB approval for all studies – 2 weeks, overlapping with earlier work 
· Design study – 3 days
· Design tutorial strategy – 3 days, overlapping with pilot studies

· Run 2-3 pilot studies and adjust design as necessary – 3 days
· Run study – 10 days
· Analyze results – 10 days
· Write up results – 5 days


      Estimated time: 6 weeks

6.6 Aggressive shaping strategy
Goals: Determine if the shaping strategy should, in certain cases, be more aggressive than a simple target language confirmation of the input. If there is a need for a more aggressive strategy, design and implement such a policy. 
Proposed approach: Although the baseline shaping strategy may be effective in many cases, there may still be occasions where users persist in speaking in ways that foster less efficient interactions. Alternatively, it may be the case that the baseline shaping strategy is not effective enough in shaping user input towards more efficient interaction styles. If either or both of these cases occur, we plan to implement a more aggressive shaping strategy which will give more explicit shaping prompts than the simple baseline confirmation strategy. We will analyze the corpus of interactions from the baseline shaping strategy evaluation to determine the need for a more aggressive shaping strategy. If we determine that a more aggressive policy is called for in some instances, we will use the interaction corpus to suggest detection and handling strategies for these situations. 
Incorporating a more aggressive shaping strategy requires that we look closely at the balance between current and future task success. That is, although we want to help make users’ future interactions more efficient, we want to make sure that the measures we provide to do so still allow users to complete their current tasks successfully and with minimal frustration. The specific wording that is used in the more aggressive prompts and the timing of these prompts will therefore be quite important, and we will perform brief usability testing on the candidate strategies before implementing them in the running systems.
Action items:
· Assess need for more aggressive shaping strategy – 5 days
· Design and evaluate candidate shaping strategies and prompts if necessary – 18 days
· Implement more aggressive shaping strategy if necessary  – 7 days


Estimated time: 6 weeks
6.7 
Intelligent shaping help

Goals: Create a strategy that will provide context- and user-appropriate help in situations where non-understanding errors have occurred, with the immediate goal of helping users recover from errors more quickly, and the longer-term goal of increasing interaction efficiency. 
Proposed approach: The baseline shaping strategy evaluation (section 6.5) will provide us with a corpus of interactions to analyze for this task. I will extract all cases in these interactions where complete and partial non-understandings occurred and classify them with regards to the type of non-understanding that occurred (for instance, the user may have spoken within the grammar, but an ASR error occurred; the user may have used an out-of-vocabulary word; the user may have used a specific syntactic construction not in the grammar, etc.) and the contexts in which they arose (for instance, while browsing a list, or while forming a query). 
Once there is a clear idea of what kinds of non-understanding errors occur, I will explore potential automation strategies for providing intelligent shaping help. If the error instances occur in clearly delimited situations, a simple, rule-based system for providing help might be appropriate. If the error classifications are more obscure or the situations in which they occur often overlap, a more powerful decision-tree-based strategy may be better. In conjunction with determining an effective automation strategy, I will also design an appropriate content strategy. Again, help message content will largely be based on analysis of previous non-understanding situations. For each occurrence, I will attempt to determine what could have been said in that case that would likely have induced the user to say something the system could understand, and then I will devise a way to present information as close to this as possible in an automatic manner. Furthermore, the content must be presented in the form of a prompt that is easily understandable and not annoying to users. Before integrating the intelligent shaping help component in the main system, I plan to test it in a Wizard-of-Oz setting to ensure that the chosen strategies make sense when presented to real users. 

Action Items:

· Analyze “unshapeable” errors from baseline evaluation – 3 days
· Explore potential intelligent shaping help (ISH) automation strategies – 3 days
· Develop potential ISH content – 2 days
· Test content and wording of candidate ISH prompts in WOZ experiment – 9 days
· Implement ISH – 13 days


Estimated time: 6 weeks

6.8 
MILESTONE 2: Intelligent shaping help evaluation
Goals: The optimal intelligent shaping help strategy should result in a reduction in the number of error instances, an increase in user satisfaction, and an increase in target language grammaticality when compared to an interface that does not incorporate this strategy. We also expect that the number of spiral error episodes (instances where errors occur on consecutive turns) will be reduced in the intelligent shaping help interface. 
Proposed approach: I will conduct a user study to determine the effectiveness of intelligent shaping help in increasing the efficiency of speech-based human-computer interactions. The study will be designed as a between-subjects experiments in which participants use the full, dual-grammar system either with or without intelligent shaping help.    
Action Items:

· Design study – 3 days
· Run 2-3 pilot studies and adjust design as necessary – 2 days

· Run study – 10 days
· Analyze results – 10 days
· Write up results – 5 days

      Estimated time: 6 weeks

6.9 
MILESTONE 3: Longitudinal evaluation

Goals: Assess the effects of shaping strategies on individual use over time. 
Proposed approach: The user studies proposed earlier in this program are designed to compare the effects of the shaping strategies on interaction efficiency compared with baseline systems in which these strategies are not implemented. However, it is also important that the strategies foster improved communication efficiency for individual users over the course of their experience with the system. To assess such improvement, I will conduct a longitudinal study in which participants will be asked to use the MovieLine and FlightLine systems several times over the course of about two months. For comparative analysis, some participants will use non-shaping versions of the systems. From this study, I will be able to assess how well users learn and retain the target language, how effective the advanced-user adaptations and shaping strategies are over time, and how users transfer their skills to other domains. Although I do not plan to make substantial changes to the systems between the intelligent help evaluation and this one, it seems necessary that they be kept as separate evaluations to ensure that participant expectations and motivations (i.e. one-time vs. repeated use) are as consistent as possible across users.

Action Items:

· Design longitudinal study and recruit participants – 10 days
· Monitor study – 50 days
· Evaluate study – 15 days
· Write up results – 5 days


Estimated time: 16 weeks
6.10 Dissertation


Action Items

· Write – 30 days
· Prepare defense – 15 days 
· Revise – 20 days
Estimated time:  13 weeks
7 Overall timeline (with milestones)
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Appendix A – Gantt chart-ish timeline
Appendix B - Simplified target Speech Graffiti grammar
This simplified Phoenix grammar (Ward, 1990) describes the target Speech Graffiti language using two slots (title and show time) from the MovieLine application. A valid utterance in the target grammar consists of any number of slot+value or what+slot phrases. Keywords such as goodbye, repeat, or help can occur by themselves or, less commonly, at the end of a string of slot+value phrases. List navigation keywords occur by themselves or followed by an integer specifying the size of the list chunk requested (the default is three items, or four if a single item would be orphaned at the end of a list). The “eraser” keywords, start over and scratch that, can occur anywhere except with navigation keywords.  

## ---------- valid Speech Graffiti target grammar utterance ----------
[Utt]


( +[PHRASES] *[KeyPhrase] )


( [KeyPhrase] )


( [NavPhrase] )

;

[PHRASES] 


( [TITLE=SLOT] [TITLE=VALUE] )


( [START-TIME=SLOT] [TIME=VALUE] )


( [START-TIME=MACRO] )

( [WHAT] SLOTS )


( SLOTS *anything )

( *SLOTS options )


( ERASER )

SLOTS


( [START-TIME=SLOT] )


( [TITLE=SLOT] )

ERASER


( start=over )


( scratch=that )

;
[WHAT]





( what *IS-ARE )

( requesting )
IS-ARE


( is )


( are ) 
;

[START-TIME=MACRO]

        ( [WHAT] [START-TIME=SLOT] [TIME=VALUE] )

; 
[NavPhrase]


( more )


( previous *[Hour] )


( next *[Hour] )


( first *[Hour] )


( last *[Hour] )

;

[KeyPhrase]


( go=ahead )


( RESTATE )


( repeat )


( goodbye )


( help )
RESTATE

( where=was=i )


( where=were=we )


( where=am=i )


( where=are=we )

;

## ------------------- example slots ---------------

[TITLE=SLOT]

*the TITLE-SYNONYMS-SG *is


*the TITLE-SYNONYMS-PL *are

TITLE-SYNOMYNS-SG


( movie )


( title )

TITLE-SYNONYMS-PL


( movies )


( titles )


;

[START-TIME=SLOT] 


*the START-SHOW time *is


*the START-SHOW times *are 

START-SHOW


( start )


( show )


( starting )

;

## ------------------- example values ---------------

[TITLE=VALUE]




( [lost=in=translation] )


( [the=matrix=revolutions] )

;

[lost=in=translation]


( lost=in=translation )

;

[the=matrix=revolutions]


( the=matrix=revolutions )


( matrix=revolutions )


( matrix=3 )

;

[Time=Constraint]

        ( INTERVAL )

        ( SEMI-INTERVAL [Time] )

        ( *at [Time] )
INTERVAL


( between [Time] and [Time] )


( after [Time] before [Time] )

SEMI-INTERVAL


( before )


( earlier=than )


( after )


( later=than )

;

[Time]


( [Hour] *o'clock *AM-PM )


( [Hour] [Minute] *AM-PM )


( noon )


( midnight )

AM-PM


( a=m )


( p=m )

;

[Hour]


( one )


( two )


( three )


( four )


( five )


( six )


( seven )


( eight )


( nine )


( ten )


( eleven )


( twelve )

;

[Minute]



( oh=five )


( ten )


( fifteen )


( twenty )


( twenty=five )


( thirty=five )


( thirty )


( forty=five )


( forty )


( fifty )


( fifty=five )

;
Stuff plucked from elsewhere in this document that might still need a home somewhere

Errors and full, explicit confirmation

The full, explicit confirmation proposed for the baseline shaping strategy is based on an analysis of error conditions in spoken dialog systems in general and in Speech Graffiti in particular. Spoken dialog systems produce two types of understanding errors: non-understandings and misunderstandings. Non-understandings occur when the system cannot parse the string of words hypothesized by the speech recognition engine into a meaningful utterance. Misunderstandings occur when user speech is recognized as input that can be handled by the system, but that is not actually what the user said. 
For instance, imagine that a user of the current Speech Graffiti MovieLine movie is Signs, what are the show times? If the system recognizes movie is The Ring, what are the show times?, there is a misunderstanding, since the substituted movie name will parse just as well as the title the user actually said. If the system recognizes movie The Ring Southland Nine, there is a partial non-understanding. The flexible Phoenix parser can extract the parseable movie The Ring segment, but the recognized string contains additional words that cannot be mapped to complete Speech Graffiti phrases. If the system recognizes The Ring Southland Nine, we would have a full non-understanding, since no items in the string can be mapped to complete Speech Graffiti phrases. In the ATUE study, more than half of the understanding errors that occurred were full misunderstandings (see Table 3). Much current research on spoken dialogs focuses on strategies for handling misunderstandings and non-understandings (see Bohus, 2004 for a survey). In keeping with the generally minimalist approach of Speech Graffiti, our aim is to create an error handling strategy that is simple and domain-independent, yet efficient and effective. 

	Non-understandings
	Partial misunderstandings
	Full misunderstandings

	28.6%
	9.8%
	53.1%



IIn many conversational spoken dialog systems, user input is implicitly confirmed (e.g. the user says I need a flight to Chicago, and the system responds, okay, what time do you want to go to Chicago?) or, if the system’s confidence is high enough, simply accepted without confirmation (or it is implicitly confirmed later in the dialog). One of our goals in designing Speech Graffiti was to increase system transparency, so this system uses an explicit confirmation strategy. Therefore, when full misunderstandings occur, the user is immediately made aware of the problem through the confirmation content. 

In the ATUE and prior studies (Shriver et al, 2001), we used a terse confirmation strategy in which the system confirmed only the recognized value from a slot+value pair. Users generally perceived this confirmation as a benefit that allowed them to know what information the system was working with, but sometimes the value-only confirmation was misleading and was perceived by users as a query result (see Fig. 4). In this research, we will handle confirmations with full slot+value prompts. This strategy will have the dual functions of reducing system-user miscommunications and lexically entraining users to speak in the more efficient slot+value format. More experienced users might find the full slot+value confirmation tedious, however, so as part of our adaptive strategy for increasing efficiency, we will switch to value-only confirmations once a user has achieved proficiency with the slot+value input format. 
Expanded grammar

Other error indicators may be detected over several turns, rather than single utterances. For instance, in the segment shown in fig. 3, the user’s start over might indicate that he has perceived a problem with the system’s recognition of the prior input. The fact that, from the system’s recognition point of view, the user repeats the same previously problematic information after the start over could signal to the system that it might be recognizing the input incorrectly. Part I of the proposed work will be to implement and evaluate detection methods and response strategies for error indicators in Speech Graffiti.



Figure 1. Approaches to speech user interfaces.
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Table 1.  Speech Graffiti keywords.








repeat replays the system’s last utterance�
more lists the next chunk of items from a list�
scratch that cancels the effect of the user’s last utterance�
go ahead sends the user’s query to the application�
�
start over erases all accumulated context�
where was I? tersely restates the accumulated


context�
options lists what can be


said next at this point�
what is…? queries the value of a specific item�
�






Table 1.  Speech Graffiti keyword summary.








Figure 2. Sample Speech Graffiti dialog in the movie domain. 





{conf!} represents an auditory icon warning the user that the system heard, but didn’t recognize, some part of their utterance – here, theater is Pleasant Hills, since Pleasant Hills is a location, not a theater. All recognized & parsable parts of the utterance are confirmed as usual.





task: What movies are playing in Pleasant Hills?





task: When is Tuck Everlasting playing at the Manor Theater?





task: Where is the Maxi Saver Theater located?





task: Find out the title, theater and show times for a comedy playing in Monroeville.





where am I? re-orients the user to the current state of the interaction





{…} represents a 3-beep auditory icon signaling that there are more items in the list





options can also be used to find out how a specific slot can be filled





user gets info by asking 


what is…? questions





options allows user to find out what they can talk about





Speech Graffiti always confirms user input











Figure 3. A recognition error repeated over multiple turns.
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Figure 6. Speech Graffiti system architecture.





      USER INPUT	           =>       RECOGNITION RESULT


theater is showcase west   =>  theater is showcase west


what is the address            =>  what is theater


start over                            =>  start over


theater is showcase west   =>  theater is showcase west


what is the address            =>  what is theater





Figure 4. Value-only Speech Graffiti confirmations could easily be confused with query results when ASR errors occurred.





User: What movies are playing? (ASR result:) ( movie is I Spy


System: I Spy. 


User: More.    





Movie Signs. ( movie Signs 


	Signs.  


What theaters is it playing at? ( theater the Oaks 


	The Oaks Cinema.   


Repeat ( repeat 


The Oaks Cinema  


Movie Signs. ( movie Signs 


Signs.  


What theater is Signs playing at? ( theater=is Harris areas 


{conf!}, Harris Theater. 


More. 





Movie is Lilo and Stitch. ( movie=is Lilo=and=Stitch


Lilo and Stitch.   


Show times. What are the show times? ( show=times seven 


Seven pm.


More.    





Table 3. Proportion of understanding error types in ATUE studies. 





































































































































































































User: Start over. 


System: Starting over. 


Theater is the Manor. 


The Cinemagic Manor Theatre.


Title is Tuck Everlasting. 


Tuck Everlasting.


Options. 


You can specify or ask about Show time, day, genre, {…}. 


What are the show times?


2 show times: 1:25, 5:30. 


Start over.


Starting over.


Theater is Maxi Saver Theater.


Carmike Maxi Saver 12 Theater.


What is the address? 


2001 Mountain View Dr. in West Mifflin.


Start over.  


Starting over. 


Options.  


Title, theater, show time, {…}.  


More.


Day, genre, rating, {…}.


More.  


Area, address, phone number.


More.  


No more matches.  


Area options.  


You can say, “area is...” and then specify the name of a neighborhood or city, or a region, such as north or east, or you


can ask, “what is the area?” 


Area is Monroeville.


Monroeville.  


What are the theaters?  


Showcase Cinemas Pittsburgh East.  


Theater is Showcase Cinemas Pittsburgh East. 


Showcase Cinemas Pittsburgh East.


What are the titles? 


11 Titles: My Big Fat Greek Wedding, Abandon, Brown Sugar, {…}.  


Genre is comedy. 


Comedy.


Where am I?


Area is Monroeville, theater is Showcase Cinemas Pittsburgh East, what are the titles?, genre is comedy.


What are the titles?  


5 Titles: My Big Fat Greek Wedding, Brown Sugar, Jonah - a Veggietales Movie, {…}.


Title is My Big Fat Greek Wedding.


My Big Fat Greek Wedding.


What are the show times?


4 show times: 3:45, 5:45, 7:45, 9:45. 


Start over. Theater is Pleasant Hills.  


{conf!}, starting over.  


Location is Pleasant Hills.


Pleasant Hills. 


What is theater? 


Carmike Southland 9.  


Theater is Southland Nine.  


Carmike Southland 9.  


What is movie?  


7 Titles: My Big Fat Greek Wedding, Abandon, Ghost Ship, {…}.














repeat replays the system’s last utterance�
more, next, previous, first, last and  stop navigate through items in a list�
scratch that cancels the effect of the user’s last utterance�
go ahead sends the user’s query to the application�
�
start over erases all accumulated context�
where was I? tersely restates the accumulated


context�
options lists what can be


said next at this point�
what is…? queries on a specific slot�
�






Table 2. Sample input accepted by MovieLine expanded grammar, 


and corresponding target grammar slot+value mappings.
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Figure 3. Flow chart showing proposed utterance handling process and its 3 main components:                                               an expanded grammar (A), a shaping strategy (B) and intelligent shaping help (C).
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Figure 4. Flow chart showing proposed utterance handling process with dual grammars.
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� The use of Graffiti® has been posited as one of the main reasons for the commercial success of the Palm handheld (Blickenstorfer, 1995).


� This study will hereafter be referred to in this document as the ATUE (Assessing the User Experience) study. 


� Note that Speech Graffiti should be considered more of an interaction style than a programming schema like VoiceXML or SALT. Although these languages allow users to develop speech applications in a simpler way, they are generally unconcerned with standardizing the actual user interaction. It is possible that Speech Graffiti and VoiceXML and/or SALT can be used together, although we have not yet explored this area. 








�This is a good argument for SG, but it also applies to our expd lang, so…?


�PAGE \# "'Page: '#'�'"  ��what happens when users generate queries that generate no results because of conflicts or other issues is another problem, which may be addressed in refinements to the SG help facilities


�PAGE \# "'Page: '#'�'"  ��We should also consider the alternative of telling the users the whole story.


�PAGE \# "'Page: '#'�'"  ��read more on Paek & Horvitz’ work on this topic


�How will this differ from Dan Bohus’s work?
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