Appendix A – Cognitive Systems Evaluation Methodology

A-1 Evaluation Framework

IET has developed an evaluation framework for use across the PAL program. This framework is based in scientific method and draws heavily on hypothesis testing. 

The overarching objective of the PAL program is the development of cognitive assistant systems, where ‘cognitive’ is operationally defined as incorporating techniques for reasoning and learning. Development of the evaluation framework has been informed first and foremost by the need to determine whether PAL-developed systems demonstrate the requisite properties of a cognitive system. In support of such determination, the evaluation framework includes the following elements: 

· Specification of Evaluation Domain:  For testing purposes, it is necessary to develop challenge domains in which technology development will be tested.  As the focus is on technology development and not domain development, domains must be scoped according to the claims being made and the nature of the program.

· Specification of Evaluation Hypotheses:  Each PAL performer team must identify the claims it is making regarding the performance and effectiveness of the system it is developing. IET works with the performer teams to formulate the claims as testable evaluation hypotheses. These hypotheses are then tested with each PAL evaluation.

· Specification and Development of Evaluation Materials:  A variety of materials is required for effective evaluations.  Participants must be identified; scenarios, background information in support of scenarios, and input and output specifications must be developed. IET works with the PAL performer teams to specify and develop these materials, and to ensure their sufficiency and suitability for evaluation purposes.

· Scoring and Data Analysis:  In order to verify whether the hypotheses have been demonstrated or not, results must be scored and then analyzed.  Scoring rules and analysis plans are provided prior to evaluations.

In addition to determining the extent to which PAL-developed systems meet the requirements for cognitive systems, the PAL evaluation framework is designed to perform several additional functions: provide feedback for PAL system developers regarding performance achievements and gaps, determine the effectiveness of the technology in assisting the human users, and identifying the contribution of learning to that effectiveness. 

We discuss the various elements of the framework below.  The framework presented here will be used to guide the development of the Detailed Evaluation Plans for the PAL program.
A-1.1 Framework Population

The above framework provides the elements of the PAL evaluation.  Each section must be populated.  The teams will commit to evaluation hypotheses, a list of claimed capabilities; IET will develop evaluation scenarios and methods.  All of this will be used in specifying the evaluations.  IET will bear responsibility for creating evaluation scenarios and tests.  IET must work closely with the contractors to communicate the guidelines by which evaluation scenarios and tests will be created.  This means that the framework population must take place transparently.   

This document, the BEP, is the first step towards the development of an executable evaluation plan, to be released in the DEP in December 2004.  As the developers respond to the concerns raised in this BEP, IET will continue to capture the evaluation plans, making procedures and claims concrete, developing evaluation scenarios and tests, and releasing the results in the DEP.  IET will develop specifications for all elements of the framework and provide these to the contractor.  The actual scenarios and test questions, however, will not be made available to the contractor prior to the evaluation periods.

We will provide intermediate releases of some of the evaluation plan components.   In the milestones schedule provided in the DEP, we include early releases of the finalized tasks analysis and domain ontology that will be used for evaluation purposes.  We will also provide sample scenarios and tests, developed in collaboration with the developers, for use by the developers as they continue to build the PAL systems and prepare for the evaluations.

A-1.2 Evaluation Plan – Codifying and Validating

IET’s responsibilities include the capturing of evaluation plans in a formal document that is made available to the contractors and the Government prior to the Year 2 evaluations, and revised for subsequent evaluations.  The BEPs are the first instantiation of the evaluation plans.  They are the result of meetings with both contractors, conducted from February 2004 to the present. At these meetings, IET worked with the developers to clarify claims, scenarios, and procedures.  This work will culminate in the DEPs for each team.

As evaluation plans are finalized, IET will validate each contractor’s plans.  We will evaluate each plan with respect to the evaluation framework to ensure that each element is present and specified sufficiently for evaluation purposes.  Validation will look for the following elements in each plan:

· Evaluatable hypotheses;

· Specified evaluation conditions suitable for testing the evaluation hypotheses; 

· Evaluation participant guidelines;

· Evaluation artifact specifications;

· Evaluation procedures, including training, information release, and evaluation ground rules;

· Data collection plans;

· Scoring rules;

· Data analysis plan.

IET will work with both teams to guarantee a sufficient level of specification for each element such that the PAL evaluations run smoothly and result in the production of high quality evaluation data.

A-1.3 Oversight

During the PAL program, contractors are responsible for conducting evaluations.  In order to ensure that the evaluations are carried out according to the evaluation protocol, IET will oversee each evaluation.  Although the nature of the required oversight will differ according to the protocol used, there are general policies that may be set, including:

· Training materials and plans must be provided to IET prior to evaluation periods.  IET will review the materials and plans to evaluate the completeness of the materials, and the equality of the training for each test condition.

· All mechanisms for executing the evaluation must be tested by IET prior to evaluation periods.  IET will provide independent verification that mechanisms work properly, providing the correct materials and generating evaluation results as expected.

· IET will visit the contractor’s site during evaluations, observing training, evaluations, and the generation of evaluation results.

· Evaluation materials developed by IET will be delivered to contractors according to a pre-approved evaluation schedule to be developed in October 2004.

Additional oversight policies will be developed according to the evaluation model chosen by contractors.    By having IET oversee evaluations, the PAL community can be sure that the reported evaluation results are an accurate reflection of performance in accordance with evaluation protocols.

A-1.4 Scoring

Measuring performance involves collecting data and implementing metrics.  The implementation of system and performance metrics requires defining a scoring process whereby system outputs are mapped to some scalar measures relevant to the system metrics.  So while metrics typically specify what will be measured, scoring is the process of going from system output to scalars reflecting system activity with respect to the metrics.  

There are three distinct types of metrics to consider:  

· Measures of performance (MOPs).  MOPs provide a measure of how the system/individual performs its functions in a given environment (e.g., number of tasks completed, processor speed, and cost-effectiveness).  MOPs measure attributes of system behavior related to inherent system parameters (physical and structural).

· Measures of effectiveness (MOEs).  MOEs measure the system’s ability to perform tasks or meet objectives according to operational objectives or requirements under specified conditions.  MOEs may be qualitative or quantitative measures of the performance (e.g., usability, performance quality, workload reduction).  They are black-box measures, concerned solely with aspects of performance, and not with system parameters.

· Operational metrics.  Operational metrics consider what it would take to field a system, system stability, system maintenance, and performance over time, especially as one ads knowledge to the system.  Operational metrics are outside of the scope of the PAL program—PAL systems are still in the initial development phase, making the application of such metrics inappropriate at this time.

IET will identify scoring procedures as informed by stated metrics and performance claims and objectives.  IET has used both automated and manual scoring procedures to perform system evaluations.  In designing score procedures, manual or automated, the overarching objective is to create procedures that accurately reflect system performance with respect to the identified metrics and can be consistently applied in a predictable fashion, i.e., distinct applications of a given procedure to similar outputs must generate relevantly similar results.

An important advantage of automated scoring procedures is that they allow for the scoring of almost arbitrarily large datasets in minimal time and entirely remove the scorer as a factor in performance measures.  Hence, they allow for the collection of data under a wide variety of conditions, as the time and effort required for processing system outputs into scores is effectively removed as a constraining factor.  Of course, automated scoring procedures may not be adequate to measure everything of interest regarding system performance.

For elements of system performance that do not admit of straightforward automated scoring procedures, e.g., explanation or translation quality, knowledge base quality, IET has defined methods for manual scoring and system assessment.   Manual scoring does not allow for the processing of large volumes of data but does allow for broader consideration of system outputs.  In situations where IET has implemented subjective scoring methods we have used highly detailed scoring criteria and regularly ensured scoring consistency with tests of correlational coefficients on answer sets scored by a multiplicity of scorers.

IET will be responsible for all scoring of PAL evaluation results for both contractors. Scoring will be automated where feasible, with subjective scoring criteria used only when appropriate. Scoring guidelines will be provided to contractors prior to evaluations, along with samples of evaluation tasks (questions to answer, tasks to perform), expected 
responses, scores. 

A-1.5 Analysis

Analysis is the process of taking the results of scoring and other evaluation data and making the results meaningful in terms of system and performance goals and future research and development.  

Below we list the outcomes of effective data analysis, and then discuss each.  The outcomes are: 

· Production of a multidimensional system capabilities characterization;

· Summarization of system performance by means of system-wide metrics;

· Confirmation or denial of hypotheses;

· Identification of areas for future technology development.

The behavior observed when evaluating PAL systems arises from the interaction of several component types.  There are, at a minimum, machine learning, planning, natural language processing, perceptual understanding, and knowledge based reasoning subsystems contributing to performance.  By analyzing performance along the many component dimensions, we provide a characterization of the system composed of its parts, aiding in the identification of envelopes of performance where various capabilities resonate.  

In addition to teasing out the many dimensions of system performance, data analysis can provide a unified view of systems in the form of system-wide metrics.  Black-box measures such as task accomplishment are one such metric.  Other system-level metrics include quality metrics, usability, solution cost-effectiveness, and time-on-task.  System-wide metrics may measure performance or effectiveness.  Such metrics are necessary in order to show that core competencies are maintained while the system is learning.  They also aid in showing how learning helps or hinders performance.

Data analysis also supports hypothesis testing.  Data analysis procedures must be identified prior to experiment design for purposes of ensuring that sufficient amounts and kinds of data will be collected and that it will be collected under optimal conditions for informative analysis.  The analysis should answer these questions:  Are the factors of interest playing the relevant roles in system performance?  Are other factors, whether random or otherwise, significantly affecting system performance and confounding the outcome? Can the claims being made by the developers be verified in a scientifically sound fashion?  Answering these questions often involves not only consideration of distinct component measures of performance and effectiveness, but also collapsing those distinct component measures into single system-wide measures of performance and effectiveness.

Finally, data analysis can assist in the identification of areas for future technology development.  If the set of performance and effectiveness measures is sufficiently broad, it is possible to analyze system performance not just for hypothesis verification but also for purposes of identifying unanticipated weaknesses, surprising correlations or lack thereof in system performance measures, and thus generate well-focused ideas for future research and design consideration. 

The work of data analysis also requires the verification that all expected data has been collected and that the data sets have a low occurrence of anomalies.  Consequently, it is recommended that data verification begin as soon as data is generated and that this be preceded by pilot experiments.

A-1.6 Evaluation Methods for Cognitive Systems
The overarching program objective is the development of systems that are cognitive. Cognitive systems must be able to perceive their surroundings, reason about cognitive and emotional states of other cognitive agents, successfully integrate new information; reason about new situations based on perception and integration of new information; and reflect upon and explain its own reasoning processes.  

	Evaluation Challenges
	Example

	Analyzing distinct but not independent levels of system functionality, as shown in Figure 1.  
	Success at this task depends on at least correct interpretation of user cognitive inputs and planner effectiveness.  A user may sketch the training course start and end dates—analysis will need to account for the interaction required between sketchpad and planner.  

	Determining the meaning of metric data that may be highly correlated between levels.  
	Planner satisfaction, in this example, may be highly correlated with HCI satisfaction and resolvable into a single “satisfaction” factor.

	Measuring overall performance and effectiveness, requiring that summarizing methods be developed across capabilities levels, for Go/No-Go decisions.  
	It is not sufficient to evaluate planner performance alone—coordinated capabilities must be shown to contribute to the system performance as expected.  Knowledge based reasoning may be used to decide room size and that input must be factored into the final analysis.

	Evaluating capabilities both independently and in conjunction with other capability levels in order to make technology development recommendations.  
	Where capabilities interact, we want to determine the greatest ROI for future technology development.  In our example, this may be achieved by improvements to the planner, the sketchpad, the knowledge base or the interaction between some or all of the components.


Evaluating these systems is informed by the objective of determining whether cognitive properties are present and whether the system components are interacting effectively to realize these properties.  Hence, IET’s program objective is to devise repeatable methods and principals for characterizing cognitive systems in terms of performance and effectiveness measures.  Meeting this objective will generate a process that will allow developers to exhaustively analyze system performance when progress is made to verify that the progress is for the reasons assumed, to ensure that the results are repeatable and to provide clear R&D benchmarks for future development work.  Demonstrating performance and effectiveness benefits the Government, in terms of protecting its research investment and it benefits researchers in terms of providing clear guideposts for future development.  Also, good evaluation techniques will increase the chances of program follow-on and commercialization as they provide potential investors and end users of the robustness and application effectiveness of the system.  

