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Abstract—Collaborative (or social tagging) options are being 
added to many database catalogs on the assumption that not only 
those who assign tags but also those who use the catalog find such 
tags beneficial.  But no quantitative analyses of collaborative tags 
exist to support this assumption.  Based on questionnaires mixing 
collaborative tag clouds from http://www.LibraryThing.com and 
controlled Library of Congress Subject Heading (LCSH) strings 
from the Library of Congress catalog http://catalog.loc.gov, it 
was found that controlled vocabulary terms are selected above 
collaborative terms; that the string format is preferred to the 
cloud; that strings appear to “perform” better in terms of 
reflecting book content; and that it is important to users that 
recall is high (where uncontrolled vocabulary retrieval is 
generally low).  Results were found to be dependent upon 
particulars of tag cloud or string.  The outcome indicates that 
catalog users would derive fewer information retrieval benefits 
from the current form of collaborative clouds than from the staid 
strings of the Library of Congress Subject Headings. 
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I.  INTRODUCTION  
A panel comprised of creators and commentators on social 

tagging systems met during the Human Computer Interactions 
conference during April 2007 in Montréal, Canada. They 
considered questions such as how the design of tagging 
systems affects user participation, and what are expected 
patterns of change over time as systems scale [7].  Information 
retrieval benefits of tagging were assumed.  But the debate 
about the relative merits of controlled versus uncontrolled 
vocabularies for information retrieval continues [16], [22]. 

 
Uncontrolled terms in many earlier experiments were in the 

context of computer-generated indexing; here the uncontrolled 
terms are generated not by computer but by social taggers. 
Enthusiast-generated tag clouds already have been absorbed 
into a few academic catalogs such as that of the University of 
Pennsylvania.  A beta version appears at OCLC 
http://orlabs.oclc.org/Identities/.  This study looks at spring 
2007 book tagging activity in LibraryThing.com.   

 
Literature on social tagging [2], [9], and on the folksonomy 

[1], [21], [16] and [6] is burgeoning.  Other recent studies 
consider social tagging for summary generation [3] and for 
information retrieval [10], [13], [23], [24], [26] and [27].  
However, analyses of social tagging conducted thus far present 
little quantitative evidence as to strengths and weaknesses [21].  
This study considers whether there is a difference between 
controlled and uncontrolled (enthusiast-generated) vocabulary 
in information retrieval judgments, and offers a method of 
evaluating user tag preference and the relative strength of 
social tag vs. LCSH string retrieval performance.   The 
experiments produce quantitative evidence that reveal some of 
the risks and rewards that might follow from integrating social 
tagging into an academic library catalog.   

II. COLLABORATIVE TAGGING (OR SOCIAL TAGGING)   

A. Applying tag terms   
Tag terms in a library environment are added by subject 

catalogers or indexers.  The need for subject descriptors in a 
catalog record appears in the formula for a bibliographic record 
established early in the 20th century by Charles Cutter.  It was 
Cutter’s original premise that catalog users wish to find all 
books a library has by a given author, on a given subject, in a 
given kind of literature and to assist in the choice of a book by 
edition or literary or topical character [5].  Name and title 
control in the library community is regulated by the Anglo-
American Cataloging Rules, and subject is regulated by the 
Library of Congress Subject Cataloging Manual for Subject 
Headings in the Library of Congress Subject Headings.   

Catalogers are skilled in choosing pre-fabricated strings of 
terms from an authoritative term list.  Controlled vocabulary 
lists help ensure all items on a given subject appear under a 
given controlled vocabulary term, such as to improve what is 
known as recall.      

Compare this to the rules and habits of collaborative 
tagging, also known as social tagging.  Here, anyone can make 
up any term for any item.  The following directions from 

http://orlabs.oclc.org/Identities/


LibraryThing.com explain how to assign tags (from 
http://www.librarything.com/concepts.php) 

“Anything can be a tag—just type words or phrases, 
separated by commas. Thus one person will tag the 
The DaVinci Code "novels" while another tags it 
"trashy, religion, mary," and still another only "summer 
home."  

So rather than one person—the cataloger or indexer in the 
library environment—assigning terms, many people might 
assign tags to the same item.  The problem is that without a 
controlled vocabulary list from which to select tag terms, these 
people likely will come up with synonyms.  The work of  
Furnas, Landauer, Gomez and Dumais showed that the 
likelihood that many will assign the same name to the object is 
less than one in five [8].  But the same tag might be assigned 
multiple times to a single item.  It has been found that people 
who are in contact are more like to re-use another’s tag term 
[14], and the way a system is designed also influences taggers’ 
choice.  The problem of assigning terms is compounded when 
people use parallel spellings.  Walker calls tagging “feral 
hypertext” for being wild and out of control [25].    

The sum of recurring social tags is called a folksonomy.  
The folksonomy reflects the voice of a large number of people, 
while the application of the tags allows taggers their 
individualism.  Also, these tags do not involve data loss by 
compressing items in pre-set categories, but instead filter into 
categories afterward [20].  Classifications by folksonomy are  
arranged with facets rather than hierarchically, as is the Library 
of Congress Subject Headings (LCSH).    

Many hobbyists may tag the same resource, in what Tonkin 
calls “broad” tagging service [23].  By contrast, professional 
cataloging departments in academic libraries tend to be 
understaffed [4], and items are tagged by one person with only 
a few terms taken from a controlled vocabulary list.  Tonkin 
calls this a “narrow” tagging service [23].     

Enthusiasts tend to tag items they like or dislike, and their 
attentions combined creates a tag cloud.  This leaves some 
items un-tagged.  The reason Sen provides is that taggers, and 
more frequently non-taggers, cannot think of a tag term [18].   

B. Information retrieval, controlled and uncontrolled 
vocabulary  
Information retrieval studies often concern recall and 

precision.  Recall could be defined as the proportion of relevant 
items retrieved from all items available, whereas precision is 
the proportion of relevant items retrieved out of what was 
retrieved.  The purpose of controlled vocabulary for subject 
terms ultimately is to improve both recall and precision [12].  
Many studies have been done on precision; fewer on recall.  
This might be in part because low precision tends to be 
troublesome and obvious to searchers, whereas searchers do 
not invariably recognize when system recall is low and records 
are missing from the result set.   

It is the cross referencing of synonyms and alternative 
spellings and use of overarching terms instead of similar terms 
that prevents scattering and improves recall.  Such are built into 
controlled vocabularies such as LCSH.   LibraryThing.com 

offers a feature to link authors, works or tags called combining, 
but observation of retrieved results suggests this feature is used 
rarely.   

Term for term, controlled vocabulary aims to be precise due 
to the care taken in selecting authoritative terms.  In the social 
tagging environment, precision is self-adjusted to some extent 
by that fact that people choose what to tag.  That is, they often 
choose to tag what they know or have read, and so should tag 
accurately.  The LibraryThing software compensates for 
precision by using font size and boldness to emphasize tags 
chosen by more people (which presumably are more precise).  
The number of people tagging makes inconsistent tags drop out 
statistically [17].   

In a study of participants’ use of social tags to find movies 
[18], only 19% of participants felt that tagging actually helped 
them find what they were looking for.  Participants commented 
that they found the tags useful for purposes such as helping to 
express their own opinions, providing information about items, 
helping to organize that information, and helping them decide 
whether to consult an item.   

 

III. Experiments and results  

A.    Background to the experiments: Data Collection and 
Limitations  
The social tags were taken from LibraryThing.com and 

LCSH strings were taken mostly from the Library of Congress 
online catalog.  All three experiments used instruments created 
for the purpose.  The books selected for the experiments were 
selected on topics of general interest selected randomly.  
Within these topics, particular books were chosen for having 
tag clouds.  Not every item in the LibraryThing.com catalog 
has tags, and some of those which do have only a few tags.   
The fewer the tags, the more likely it is that the tag terms are 
inaccurate or idiosyncratic.  Therefore, the survey instrument if 
anything favors tag clouds over strings.  This makes some of 
the experimental findings all the more surprising.      

The first experiment uses a standard 7-point Likert scale to 
rate strength of opinion on catalog recall.  Experiment 2 uses 
four basic questions with the same answers in different forms 
(three books, or three strings for those books, or three clouds 
for those books).  Experiment 3 combines social and LCSH 
tags for the same book and asks participants to choose which 
tags are most descriptive.   

The questions apply to online catalogs, but are not asked in 
the context of online catalogs specifically.  This is because 
indexing works differently in standard academic library catalog 
software and in LibraryThing, and the goal is to compare not 
the varying retrieval algorithms, but rather to compare the tags 
themselves.  In that the LibraryThing and Library of Congress 
catalogs have different purposes, taking the books, tags, and 
questions into a single context helps to balance the indexing 
found in the two catalogs.    



B. Experiment 1: Recall  

 Do participants care whether all items relevant to a query are 
retrieved in an online catalog search?  

User database queries will likely not retrieve every 
appropriate social-tagged match because the social tags are not 
entered consistently and recall is low.  The question is: does it 
matter to catalog searchers?   

People who were in mid-search on an academic library 
catalog were asked to pause to answer a short questionnaire on 
their opinion of catalog recall.  The word “recall” was not used 
in the instrument because its definition in the information 
retrieval context is not known commonly.  The question was 
“How do you feel about whether the catalog search retrieves 
every single record/item that is relevant?  (Please circle a 
number).”   The scale ran from 1 – 7, with 1 unimportant, 4 
neutral and 7 highly important. 

Of the 39 people surveyed, the average level of importance 
assigned to getting comprehensive search research is 5.8 with a 
standard deviation of 1.2.   

Participants sampled showed a difference in opinion as to 
importance of search recall depending on whether their search 
was for research or for personal interest. Findings suggest that 
those who search the catalog for research are more likely to 
seek comprehensive results than those who search for pleasure.  
But even those who search for pleasure on average care 
somewhat that the catalog results displayed be comprehensive.  

Among participants, gender was not predictive of opinion 
as to importance of recall.   Age range seems to have some 
bearing on whether searchers want results to be comprehensive.  
The range of responses was greatest among younger searchers, 
but the average response was that it is important (6 on Likert 
scale of 7) for results to be comprehensive.  In the given 
sample, it was most important to those in their 40s at mid-
career (7 on Likert scale of 7), and less important to searchers 
age 61 and older that results are comprehensive (5 on Likert 
scale of 7).  

C. Experiment 2: Tag format preference and performance     
1) Background to the shared instrument and the second 

experiment    
Adding headings increases precision [11], [8].  Lancaster 

suggested that it is the number of access points that could 
increase retrievability as much if not more than the type of 
vocabulary [11].  So one might surmise that the cloud format 
with its large number of terms would be preferred to the string 
format.  But this was not borne out by the experiment.  

The survey instrument has three parts, the parts are 
delivered sequentially, and the same 4 questions recur in each 
part.   The first part concerned preference for tag format, the 
second and third parts concerned how well the tag format 
“performed” in predicting choice of actual book.  

Topics (bird flight, various ethnicities of Latin America, the 
archaeology of ancient Greece and global warming) were 
selected in an effort to appeal to a wide range of participants. 
The questions aimed to simulate questions of quotidian interest, 
rather than recondite research.  In the survey, questions recur 

on three different instruments which participants were handed 
and completed sequentially, so that participants likely were 
unaware of or at least, not bothered, by the repetition.  

The experiment is limited by whether the research 
questions are realistic.  It is limited also in whether the clouds 
are more effective in describing fiction than nonfiction, even 
though the research questions used were nonfiction.  

To lessen the possibility that the answer to each question 
was determined by a particular tag cloud or string rather than 
the cloud or string form in general, participants were asked to 
perform each task four times for four different cloud and string 
sets.   The unit of analysis, then, is the relevance judgment that 
inspired choice of cloud, string, or book.  Twenty-three people 
participated, so there were 23 x 4, or 92 observations.   

2) Preference   

Do participants prefer tag clouds or strings?     
The test was to determine whether cloud or string was 

preferred to answer the question.  Participants were not told 
why some cloud words were in bolder, larger font.  Neither 
were they told the meaning of the dashes in the hierarchical 
string.   

It was found, as anticipated, that the choice of cloud or 
string depends more upon the particular cloud or string than the 
appeal of the cloud or string format alone.  18 people preferred 
cloud or string descriptions of the book, depending upon the 
cloud or string.  5 people selected one format only regardless of 
the particular cloud or string (of these, 3 preferred string 
exclusively, 2 preferred clouds).   

Patterns were evident in the selection of particular clouds 
and strings.  For three of the four books selected (birds, 
archaeology, global warming), participants preferred strings to 
clouds by about 3 to 1, and for one book (Latin America), 
participants preferred clouds by almost the same 3 to 1 margin.   

The quality of the string or cloud might have something to 
do with the fact that Library of Congress catalogers often have 
subject knowledge in an area.  Or it might have something to 
do with the strength of the social tags in the area of modern 
culture.  

Altogether there were 92 choices of cloud or string format, 
but four were omitted by participants, leaving 88 relevance 
judgments.  Strings were preferred predominantly for 55 of 
those choices, or 63% of the time.   

What reason did participants give for their choice of cloud 
or string format?   Most participants made their selections 
because they felt the words comprising the set they chose were 
more descriptive than the words in the other set.  Also the 
number of words in the cloud or string often could be 
influential in the decision.  Only a few participants were 
influenced by the random shape of the cloud or the formal 
shape of the string.  In addition to these factors, participants 
were given an option following each question to write a brief 
explanation of what influenced their preference for cloud or 
string.  Strings prompted many more write-in explanations than 
the clouds.  Write-in reasons for selecting the strings included 
“concise,” “neater,” “organized,” “comprehensible,” “specific,” 



“presentable,” “basic information,” “categorization,” and 
“relevant”.   In some cases, the selection of the string was 
prompted by the dislike of the cloud, which was called a 
“distraction,” “length” (implying the cloud was too large) and 
“information overload”.   One person commented that the 
clouds “seem like spam”.  The few positive write-ins for clouds 
pointed to the “meaning” of the words, and the fact that the 
cloud is “eye catching”.   

 
3) Performance of tags for book selection  

Are clouds or strings more useful for making judging 
relevance?     
In terms of performance, we want to learn whether the 

clouds and strings “perform” adequately in describing what the 
book was about, and whether one format out-performs or  
whether the two are equivalent.   

The instrument repeats the four general questions about 
birds, Latin America, archaeology and global warming.  To 
answer each question, the participant was given a choice of 
three clouds (each corresponding to a book that should answer 
the question), and chooses that cloud set that answers the 
question best.  After this he was given a choice of three strings 
(each corresponding to a book that should answer the question), 
and chooses the string that answers the question best.  Finally, 
he is presented three books to answer the question (the books, 
unknown to him, correspond to the same cloud and string sets 
he was presented earlier).   

This measure of performance is imperfect in that people do 
not select books on the basis of content only, and so the 
strength of moderating factors in the decision such as 
publication date and number of illustrations are considered as 
well.  

When a participant selected the same cloud or string set as 
book to answer the question, that cloud or string set is said to 
“perform.” According to this definition, there is no measure of 
performing to a greater or lesser degree; the format either 
performs by corresponding to the book the participant selected, 
or it does not perform and does not correspond to the book 
selected.     

The concept of how a cloud or string “performs” was 
limited and perhaps crippled by the fact that it assumed that 
cloud and string terms are assigned based primarily on content, 
and that books are selected to answer questions based primarily 
on content.   Both these assumptions are weak.  LibraryThing 
explains to users that “anything” can be a cloud term.  (This not 
the case for strings, where subject catalogers assign LCSH 
descriptors primarily on the basis of content.)   In addition, 
participants noted the relative importance of factors influencing 
their decision as to choice of book, factors which are not 
generally reflected in index terms.  Such factors included 
physical condition, date of publication, number of illustrations 
and length, layout, the presence of maps or index, the quality of 
illustrations or a particular publisher.        

The number of people who participated was 23 (N=23), and 
with four possible judgments per topic question, the number of 
possible observations should be 92 (n=92).  However, the some 

questions were omitted.  The questions were given in the same 
order every time, with the global warming question last, so it 
was mostly the global warming responses omitted for those 
who did not finish the study.  (6 global warming responses, 3 
bird responses, 1 archaeology response and 1 Latin America 
response were omitted.  Therefore, with 11 responses omitted, 
the number of possible observations was reduced to 81 (n=81).   

Insofar as these figures can be said to represent 
“performance” of cloud and string, strings did better than 
clouds in three of four tasks, and overall, strings “performed” 
38% of the time, while clouds “performed” 25% of the time.     

Findings suggest that this measure of performance might 
not be suitable, and that the test was not reliable: that is, it did 
not measure what it was supposed to measure.  
Correspondence between selected cloud or string to selected 
book was low. 
 

D. Experiment 3: Words of the folksonomy or LCSH  

Do participants find collaborative or controlled vocabulary 
terms more useful for judging relevance?  

The instrument was created based on the random selection 
of 9 books from the catalogs, the requirement being that the 
book had to have been given headings both in LibraryThing 
and by catalogers from the Library of Congress.  The 
distribution of tags per book is not uniform.  That is, some 
books had more Library of Congress headings than social tags.  
Summaries that included few if any descriptor terms were 
created for each book.   Book titles were shorted in some cases 
if the title contained descriptor terms.   For each of the 9 books 
following title and summary, social tags and Library of 
Congress subject headings were intermixed randomly.  Terms 
that overlapped on the LibraryThing and Library of Congress 
indexing were removed, and to lessen noise, some 
LibraryThing tags with little overt meaning were excluded.  
There were 117 tags in total, of which 32 were from LC.  That 
makes 73% social tags and 27% LC subject headings.     
Participants were asked to select the three terms most 
descriptive of content.   

Data was collected as follows.  N=36 and because each 
person had 9 (books) x 3 (tag choices per book), it should be 
that n=972.  In fact, eight questions were unfinished, and a few 
others partially finished with only two instead of three terms 
selected per book, reducing n such that n=940.   

The final tally was: Collaborative tags selected = 547; 
LCSH terms selected = 393.  This means that 42% of the 
possible points chosen were from LCSH, even though LCSH 
comprised only 27% of the terms total.  Thus, if participants 
had chosen terms at random, they would have chosen LCSH 
27% of the time.  But they chose LCSH terms 42% of the time, 
considerably more frequently (42/27 or 1.6 times as 
frequently).  

IV. DISCUSSION  
Findings of experiment 2 showed that participants preferred 

what some referred to as the neat, organized, comprehensible 
string format to what some referred to as a distracting, large 



cloud.  Findings that neither string nor cloud format are a good 
basis for judging the book probably shows less about the 
supposed performance of either string or cloud than that the 
method to weigh performance was flawed.  Findings of 
experiment 3 showed that, word for word, the controlled 
vocabulary of LCSH was preferred to the freely chosen 
collaborative tags.   

Even though catalog users might prefer a collaborative tag 
format other than the cloud, and might find collaborative tags 
not particularly effective in describing item content, the use of 
collaborative tagging in catalogs could be justified if users 
were equivocal about recall (which is weak in non-controlled 
vocabularies such as collaborative tags).  But findings of 
experiment 1 showed that searchers of academic catalogs felt 
that high recall was important, whether they were doing 
scholarly or non-scholarly work.   

In sum, preliminary findings based on the small sample in 
this study suggest that social tags clouds in their current form, 
while better than no tags at all, are inferior to the Library of 
Congress Subject Headings strings for information retrieval.  
This is not to say that we could not harness value in 
collaborative tags constructively.  Collaboratively-supplied 
words have been used for summaries [3], and the software 
helps create value.   

These findings might be explained in part by the fact that 
the significance of the purpose of the randomly-space cloud 
words that differ in font size and thickness is not widely 
understood or appreciated.  System designers might consider 
writing a program that arranges collaboratively tags 
hierarchically or after the better-liked strings of the LCSH 
model.  Even the similarities and overlaps in terms could be 
filtered by software.   

How could we proceed based on these findings?  Could the 
Library of Congress Subject Headings or other controlled 
vocabularies be employed more widely for information 
retrieval?  Granted, there are costs in (training and) employing 
catalogers.  But the headings are used over and over, and 
benefits accumulate over time as more searches are made.   In 
the long run, that increase in usefulness adds up and so the 
increased cost in applying controlled vocabulary might be 
economical, not only for a library, but for a commercial 
database as well. A tentative conclusion might be that 
professional indexing of entire web sites might outperform tag 
cloud indexing.    

Findings not withstanding, taggers might step in where 
professional indexing costs are prohibitive.  Would automated 
generation of tag clouds be any improvement over present 
keyword  indexing?  Future researchers must find out.   

V. CONCLUSION 
This study contributes a method for quantitative analysis of 

collaborative tagging.  It compares the information retrieval 
value of the cloud format tags and the tag words themselves as 
found in the LibraryThing catalog (with low information recall 
properties of uncontrolled vocabulary) to the hierarchical string 
format and words themselves in the Library of Congress 
Subject Headings in the Library of Congress online catalog.  

Results are that, in terms of format, the staid strings of LCSH 
are preferred to the patchy clouds of social tagging, and that the 
words within the strings were better descriptors than the words 
within the clouds.  Results are also that, whether searchers are 
working toward research or personal ends, high recall matters.  
Another investigation with larger sample size should be 
conducted to confirm results.  

In light of this preliminary study, recommendations are that 
controlled vocabulary such as LCSH be used instead of social 
tagging when information retrieval from the catalog is 
important.  Or to improve information retrieval, system 
designer might improve the way existing tags are revealed to 
those contemplating what new tags to enter, a way for 
synonyms to be linked to improve recall, and a way to display 
tag terms to users other than with word size and font such that 
word salience is more understandable.   Finally, collaborative 
tags could be harnesses for purposes beyond information 
retrieval; this study should encourage others to conduct further 
investigations.    
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