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About us

• Me: Geoff Gordon


• TAs:

‣ Aditya Paul

‣ Aishwarya Jadhav

‣ Xiaoyu Xu



Notes and reminders

• Location: CUC McKenna (when in person)


• Most weeks: two lectures, one “other”

‣ This week: virtual-only lectures today and Wednesday

‣ Lab 0 (optional) on Friday: Python review


• https://www.cs.cmu.edu/~ggordon/10606s22/syllabus-and-lecture-
outline.html


• Ask questions, participate, help one another learn! https://xkcd.com/1053/



What is ML? ML Applications?
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Why this course?

Dual SVM – linearly separable case

• Primal problem:

• Dual problem (derivation):  
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w – weights on features (d-dim problem)

a – weights on training pts (n-dim problem)

n training points, d features (x1, …, xn) where xi is a d-dimensional 
vector 

Dual SVM – linearly separable case

• Dual problem:  
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Dual SVM – linearly separable case

• Dual problem (derivation):  

6 credit: Aarti Singh (10-601)



This course is a bit odd
• Most courses:

‣ teach one semester’s worth of material in one semester

‣ go over enough examples of every topic that you can learn it from scratch 

with no trouble


• This course:

‣ several semester’s worth of material in one!

‣ assumption: you’ve seen at least some of it before, need to work on rest

‣ not enough examples on any one topic to learn from scratch: you must ask 

questions and seek out your own material


• Benefit: we cover a lot of ground, help build a strong base for ML courses



Formal systems
Objects c- Data type
↳ API



Optimization
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Optimization from data
Plxi / w )

✗ ×
, ,×z . - - XT

plwlx) ☒ Pcxlw)
Ltd ↳ Pcx

, / w) Plxzlw) - - .PK/i-lYI

may
Plwlx) -

Plyilxi ,w )
PG / YY ) ☒ PCYIX.in/P(w#

d

Ply , / ×, ,w)PlyzHzHp¥×)
-

. - Ply,-l¥H



Example: classification
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Example: density estimation
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Gradient
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Example
go to repl.it


