
 
1. Introduction 
 
The Informedia Digital Video Library Project at Carnegie Mellon University [1] combines 
speech, image and natural language understanding to automatically transcribe, segment and index 
video for intelligent search and image retrieval. Since 1995, thousands hours of video (over two 
terabytes of data) have been collected, with automatically generated metadata and indices for 
retrieving videos from the library. The distinguishing feature of the project is the integration of 
speech, language and image understanding technologies for efficient creation and exploration of 
the library. 
 
In video, the visual and textual information occur together. Integration of visual features (such as 
color, texture, shape, and motion features extracted from the visual data) with the semantics of the 
content (which comes from the text) is a challenging goal.  
 
Although, visual features and text can be insufficient alone, they are complementary for each 
other [2]. Integrating these two types of data improves the performance for several applications 
[2,3,4,5,6].  Some methods are proposed to link images with text using the annotated image 
collections [5,6,7,8]. In this study, similar approaches will be applied to video to link the visual 
features with text. 
 
In Section 2, our previous study that links image regions to words is described. Section 3 
discusses the problems in video data that require finding the association of frames and text. The 
experimental results are presented in Section 4. Section 5 summarizes the results and discusses 
possible improvements to the model as a means of future directions. 
 
2. Translating images to words 
 
There are a wide variety of annotated image collections (e.g. Corel data set, most of the museum 
collections, the news on the web, etc.). In these collections, although the annotation words are 
associated with the image, the correspondence between the words and the image regions are 
unknown.  The problem of finding such correspondences can be considered as the translation of 
image regions to words, similar to the translation of text from one language to another [4,6]. In 
that sense, there is an analogy between learning a lexicon for machine translation and learning a 
correspondence model for associating words with image regions. Learning a lexicon from data is 
a standard problem in machine translation literature [9,10]. Typically, lexicons are learned from a 
type of data set known as an aligned bitext.  Assuming an unknown one-to-one correspondence 
between words, coming up with a joint probability distribution linking words in two languages is 
a missing data problem [9] and can be dealt by application of the EM algorithm [11].  
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Data sets consisting of annotated images are similar to aligned bitexts. There is a set of images, 
consisting of a number of regions and a set of associated words. We use k-means to vector-
quantize the set of features representing an image region. Each region then gets a single label 
(blob token). The problem is then to construct a probability table that links the blob tokens with 
word tokens. This is solved using EM which iterates between the two steps: (i) use an estimate of 
the probability table to predict correspondences; (ii) then use the correspondences to refine the 
estimate of the probability table. 
 
Once learned, the correspondences are used to predict words corresponding to particular image 
regions (region naming), or words associated with whole images (auto-annotation) [5]. Region 
naming is a model of object recognition, and auto-annotation may help to organize and access 
large collections of images. 
 
3. Associating video frames with text 
 
Similar correspondence problems occur in video. There are sets of frames and transcripts 
extracted from speech, but the correspondences between them are not clear. In most of the news 
examples, the anchor talks about an event or person, but the images related with the event or 
person occur later. Similarly, during a story the text and the associated video frames may not 
match directly. Some examples are shown in Figure 1.  
 
If there is no direct association between text and video frames, a query based on text may produce 
incorrect results. The goal is now to find the correspondences between the video frames and 
associated text. When the correspondences are found, it can be used for annotating the video 
frames with more reliable words. 
 
4. Experimental results 
 
In the experiments, TREC 2001 data is used, because it is a truthed and extensively analyzed data 
set. For each shot a single image (keyframe) is chosen. Different than a still image with some 
annotated keywords, in video, text is not associated with a single frame. Therefore, the text for 
the surrounding frames is also taken as the associated words for a frame. For the experiments, the 
window size is arbitrarily taken as 5 (i.e. for each frame, text associated with the 5 preceding and 
5 following frames are taken together with the text for that frame). Each image is divided into 7 x 
7 grids, causing 49 segments for each image. Some simple color, texture, shape and position 
features are extracted from each segment. Blob tokens are obtained by applying k-means. The 
probability table is initialized to the co-occurrences of blobs and words. Then, EM algorithm is 
applied to construct the final translation probability table. To annotate images, the word posterior 
probabilities for each blob in the image are summed into a single word posterior. Then, the first 
ten words with the highest probability are chosen as the predicted words for each image. In these 
experiments all the words are taken as the vocabulary words. Therefore, most of the words are 
noise. In Figure 2, we choose some of the words from the top ten words that are used to annotate 
the images. As it can be seen, the predicted words are the correct words that describe what is in 
the image. Figure 3 shows the query results for “statue of liberty” using the current Informedia 
system. In some cases, neither “statue” nor “liberty” matches with the frames where the statue of 
liberty appears, and in some of the frames where the statue doesn’t appear, the text mentions the 
name. With the proposed approach, all the frames with the statue of liberty are annotated with 
“statue” and “liberty” in the top 3 words. Also, for the frames that do not include the statue, 
neither “statue” nor “liberty” is predicted. Therefore, when a query is performed on “statue of 
liberty”, with the proposed approach the results will give only the correct matches. 



5. Discussion and future work 
 
In this study, integration of visual and textual data is proposed to solve the correspondence 
problem between video frames and associated text. The preliminary results show that using this 
approach it is possible to have better annotations for the video frames that can be used to improve 
the performance of the text based queries.  
 
Currently the system used grids as the blobs. Using a segmenter will give better results. Instead of 
current simple features, a better set of features, that also include some detectors (e.g. face 
detector) and some motion information is likely to improve the performance. Since all the words 
are taken as the vocabulary words, the textual data is noisy. Some lexical analysis needs to be 
done to understand which type of words more precisely correspond to visual features and should 
be taken as the vocabulary words.  Furthermore, instead of taking one image from a shot (or a 
segment), all the frames can be taken to understand the association between the frames and text. 
 
In the current system a relatively simple data set (TREC 2001) is used. The next step is to apply a 
similar approach to the news data where there are terabytes of video. Using a large set of data 
allows us to perform statistical analysis. It is an interesting problem to come with a distance 
metric for choosing the text that best describes the frame. The window size depends on the data. 
For example, it may be several frames for a documentary whereas a few frames for a news story 
that share the same text.  Also, a weighting strategy can be applied, where the closer frames have 
higher weights while the farther ones have lower weights. 
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Figure 1: The results of Informedia system on some query words are shown. The red arrows 
represent the frames where the query word occurs in the text associated with the frame. There are 
correspondence problems between the frames and text. Top: query on the words “great wall”, 
bottom :  query on the word “panda”: In some of the frames great wall / panda occurs both 
visually and in the text associating with the frame; however most of the nice great wall / panda 
images are missed, and frames that doesn’t include any wall / panda is matched. 
 
 



liberty(1) statue(2) plane (2) robot (5) space(6) astronaut(7) 

  
plane (2) space(5)telescope(10) space(1) world(6) water(1) research(3) 

Figure 2:  The images are annotated with the top 10 words with the highest prediction probability 
given the regions of the image. For each image some of the annotation words and their rank is 
shown. For example, for the first image liberty was the highest probability word, and statue was 
the second. As the results show, the words that describe the images are predicted. 

 
 
       

 
 

Figure 3: Query results for “statue of liberty” using the current Informedia system. Although, 
statue of liberty occurs in the second and fourth images on the second row, none of the words are 
matched. However, the third image on the first row, and the first image on the second row is 
matched, although they are not the images of statue of liberty. With the proposed approach, the 
results are corrected by predicting both “statue” and “liberty” in the top 3 words for all the images 
where the statue appears, and by not predicting any of the words for the others where the statue 
doesn’t appear. 




