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ABSTRACT 

In this thesis, we present a mathematical framework for selective fixation 

generation and its usage through artificial potential functions. 

Recent research suggests that computational advantages may be realized for vision 

problems when cameras are capable of fixating on areas of interest. Studies on the 

formalization of the task of selecting a sequence of fixation points and saccade directions 

that efficiently examine the area being searched have been limited. In our earlier work, we 

have developed a simple heuristic algorithm based on simple computations on the 

periphery region of current fixation point to determine a new visual target. The MS 

research presented here aims to construct the underlying theory of selective fixation 

control using artificial potential functions.  

We implemented the approach on BUVIS, an inspection system endowed with 

visual attention capability. Experiments demonstrating the robustness to lighting conditions 

and real-timeness of the system are presented for industrial objects with varying 

illumination conditions. 
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SEÇİCİ  ALGI  KULLANILARAK  İKİ  BOYUTLU  ŞEKİL  TANIMANIN 

TEORİK  VE  PRATİK  ANALİZİ 

 

 

 

ÖZET 

Bu tezde, seçici algı ile sabitlenme noktaları dizisi oluşturulması ve bu 

dizinin şekil tanıma işleri için kullanımı, yapay potansiyel fonksiyonlar 

kullanılarak matematiksel bir çerçevede incelenmiştir. 

Yakın zamandaki çalışmalar, seçici algılamanın tanıma işlemlerinin gerçek 

zamanda uygulanabilirliğini önemli ölçüde arttırdığını göstermektedir. Fakat 

seçici algının temelini oluşturan sabitlenme noktaları dizisinin oluşturulmasının 

formülasyonu konusunda sınırlı sayıda teorik çalışma yapılmıştır. Önceki 

çalışmalarımızda, hali hazırdaki sabitlenme noktasının etrafında basit 

hesaplamalar yaparak bir sonraki sabitlenme noktasını belirleyen buluşsal bir 

algoritma geliştirilmişti. Sunulan tez, bunu - sabitlenme noktaları dizisinin 

oluşturulması ve kullanılması- matematiksel bir çerçevede yapay potansiyel 

fonksiyonları kullanarak gerçekleştirmektedir.  

Çalışmamız BUVIS -görsel algı yeteneği olan bir denetleme sistemi- 

üzerinde uygulamaya geçirilmişti. Sistemin değişik ışıklandırma koşullarındaki 

performansı ve gerçek zamanda uygulanabilirliği, endüstriyel nesneler 

kullanılarak yapılan deneylerle irdelenmiştir. 
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1. INTRODUCTION 

In machine vision, there is a growing trend towards goal-oriented systems, where 

effectiveness in the world is taken as a structuring constraint in designing systems [1]. 

With this philosophy, the need to manage resources more efficiently has become a crucial 

feature for vision systems operating in real-time dynamic environments. A system using 

real-world visual input for decision-making must ignore the irrelevant visual stimuli, 

attend to the salient image points and place reliable priorities on tasks and resources. Such 

work must confront the issues of deciding what to perceive "next". 

Traditionally, research in machine vision has concentrated on thorough analysis of 

acquired images. This contrasts with human perception. For human visual behaviour, 

selectively gathering information about the environment  is characterized by the ability to 

fixate on a point of interest and the ability to select new fixation locations [2]. Humans can 

shift the attention by concentrating on a part of the field of view. Motivated by human 

visual system, recent studies in machine vision have tried to mimic this behaviour. These 

studies depend on detection of visual targets and interrogation around those targets instead 

of processing whole image. The process of identifying and selecting new visual targets is 

referred to as selective fixation control [3]. Remarkable efficiency on computational 

grounds has been observed in machine vision systems motivated by fixation control [4].  

In this manner, visual resources are allocated to process only a small part of the 

whole scene [5,6]. In our earlier work, we have devised  a visual inspection system  - based 

on a simple heuristic algorithm - which selectively fixates on the interesting parts of an 

incoming image and uses the attentional sequence thus gathered in a task-dependent 

manner - specifically the task of tracing an object's outline [7,8,9]. In this thesis, we 

present a unified mathematical framework based on artificial potential functions - which 

formalizes this algorithm.  It turns out that  this formalism tantamounts to a feedback based 

approach - that naturally leads to the automatic generation of  camera actuator commands 

that cause the camera to find a sequence of fixation points  and  use the attentional  

sequence thus generated a in top-down driven task - such as the tracing of salient parts of 

the objects. In contrast to open loop, process-all systems, the provable correctness of such 

a closed loop system can be investigated. 
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1.1.  Literature Survey 

In following sections recent studies in selective attention, inspection and artificial 

potential functions are reviewed. 

1.1.1. Selective Attention 

The process of  “looking” at a single point in the three dimensional scene is known 

as “fixating”, and the location at which the eyes (or equivalently, cameras) are aimed is 

known as the fixation point. Recent research suggests that computational advantages may 

be realized for vision problems when cameras are capable of fixating only on an object of 

interest [2,10,11]. The process of identifying and selecting new visual targets is referred to 

as selective fixation control.  

Vision systems based on selective perception are often modeled based on attributes 

of the human visual system since this is the most well-studied visual system. Two 

particular attributes, ocular motion and foveal-peripheral vision, have proven to be 

essential. 

Ocular motion allows “saccadic” movement of the eyes to direct the point of the 

visual field [12]. The saccadic eye movement system is responsible for directing the fovea 

to a region of interest in the visual field rapidly. Saccades take place at very high speeds 

and are thought to be partially controlled by the cerebral cortex and partially by the 

superior colliculus which receives low and high level visual information from the retina 

and the visual cortex respectively. 

Foveal-peripheral vision enables humans to perceive small regions in fine detail in 

combination with a wide field of view at coarse detail [13]. Though its effect on higher 

levels of processing is not clearly understood, this fovea-periphery distinction in the retina 

brings about the need for moving the optical axis to regions of interest for detailed 

processing [5,14,15,16]. 

Motivated by the findings in biological studies, vision systems allocate their 

resources to process only the most relevant parts of the incoming data. The central issue in 

selective vision is sequential decision making. For a given scene and sensing goal, what is 

the strategy for selecting new fixation points? For several of these systems, this involves 
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the movement of one or more cameras so that the new visual targets are fixated. In a few 

cases cameras do not move, but the system attends to the new target in the image by 

computational or windowing methods.  

Koch and Ullman describe a mechanism for shifting attention across the visual 

field based on an abstract measure of  “saliency” [17]. The method assumes that any 

number of elementary features (such as color or orientation) are available from 

computations performed in parallel across the entire image. For each image location, a 

quantitative measure of saliency is obtained through a combination of the low-level feature 

values at that location. The maximum value in the resulting saliency map is then chosen as 

the next visual target. Attentional shifts can occur as the image changes, or by dynamically 

altering the relative weightings of different feature types. The discussion is theoretical and 

strongly motivated by physiological concerns. Yeshurun and Schwartz determine the 

location of next fixation point by a control algorithm based on the derivative of the curve 

tangent to the contours, on the premise that most shape information is avaliable at points 

of fastest angle change[18]. 

Meanwhile, vision researchers have studied ways of formalizing the process of 

selective attention. In [1], fixation sequences are generated using augmented Hidden 

Markov models. They augment the usual paradigm of  eye movements -as a result of 

sequential cognitive effort and image analysis- with a new explicit representation -an 

augmented hidden Markov Model- of probabilistic and task-dependent attentional 

sequencing.  In [19,20], the fixation sequences - generated based on Belief Functions - are 

used in simple navigation tasks requiring recognition. Focus of attention mechanisms are 

discussed in [21]. 

Some of these methods have been tested with physical implementations [19,20,22]. 

Clark and Ferrier describe a physical implementation based on saliency measure to direct 

the movements of stereo cameras [23]. A two-level control hierarchy is used, in which the 

lower level is a traditional feedback control system, modeled after the human oculomotor 

system and capable of visual tracking. The higher level in this hierarchy is based on a 

realization of Koch and Ullman’s saliency map to select new targets for fixation. Another 

implementation work, by Rimey and Brown, on the control of selective perception based 

on prior knowledge represented by Bayes networks and decision theory is described in 

[24]. The TEA-1 selective vision system described in this paper, uses Bayes nets for 

representation, benefit-cost analysis for control of visual and non-visual actions; and its 
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data structures and decision making algorithms provide a general, reusable framework. Its 

software framework allows design of purposive, selective vision systems and uses 

Bayesian networks and decision theory to control active and sufficing vision algorithms. 

Slowe and Marsic from Rutgers University developed a scheme for efficient compression 

and description of the semantic content of video and image based on selective perception 

[25]. The compression is based on content-correlates in a sense that we find the regions of 

interest (ROIs) and then compress the "sub-images" within the ROIs. Brown from 

University of Rochester is developing autonomous vehicles based on selective perception, 

especially those that perform off-road, and are asked to accomplish survey, location, 

detection type tasks [26]. They apply Bayes nets to the intelligent choice, tuning, and 

pointing of multiple sensors and the fusion of their outputs into scene interpretations that 

can be used to guide further scene analysis.  

These approaches, although all very powerful in terms of fixation sequence 

generation, have been less amenable to rigorous analysis such as establishing the stable 

points of the system. 

1.1.2. Inspection 

In many industrial process control situations, the need to identify and classify 

defects is key to enabling process improvements. Inspection is used for this task. The 

driving force behind inspection is the reward to be gained from increased throughput, 

improved product quality and unit cost reduction [27]. In other words, providing more of a 

better product at a lower price. 

As modern manufacturing processes become more advanced, the inspection tasks 

required to monitor them become more complex. As a result automated inspection is 

required. The benefits of automating processes are well known; humans typically suffer 

from fatigue, inconsistency and slowness, whereas machines offer repeatability, accuracy 

and efficiency [28].  

Within manufacturing, automated visual inspection has been realizing at a 

comparatively slow pace, due to the inherent problems with respect to real-timeness and 

robustness [29]. In an academic research, one might obtain unsatisfactory results but be 

still successful if one is able to make good reasoning of the results. For an automation 
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system accuracy and consistency in inspection is a must. Another thing is that vision 

systems can process only what the cameras are able to view. Even use of multi-cameras are 

possible, then comes in the problem of real-timeness. Thus, the requirements of automation 

are: 100% inspection,  consistency, higher accuracy and real-timeness. Commercial vision 

systems are available for a wide variety of inspection tasks including automobile, 

electronics, metal industries and have a taxanomy based on type of image used - binary, 

intensity, color and range. Intensity based  systems - although of great potential - has had 

limited applicability in complex industrial environments. Such systems usually process the 

whole image and use image subtraction or localized histogramming methods for defect 

detection [30]. 

Naturally, studies in automated visual inspection are mostly affiliated by 

corporations and mostly concentrated on developing automated PCB inspection systems. 

On the other hand, some of the applications UK Industrial Vision Association -an 

industrial association whose objective is to promote the use of vision technology by the 

manufacturing industry- are working on indicate the diverse nature to which machine 

vision technology can be put: 2D code reading, hot product inspection, thermometer 

calibration, windscreen wiper development [31]. 

1.1.3. Artificial Potential Functions 

In robotics, potential field approach has been applied to robot manipulators for 

dealing with the problem of operational space formulation [32]. The idea of using 

"potential functions" for the specification of robot tasks with a view of control problems in 

mind was pioneered by Khatib in the context of obstacle avoidance and Koditschek in 

navigation [32,33].  Since then, numerous investigators have attempted to use potential 

functions in various robotic applications [34,35]. They fall into three categories: First 

group of papers address the problem of undesired local minima [36,37,38]. Second group, 

view potential functions as-path planning aids. For example, the "valley tracking" 

technique [39], and Warren's path optimization procedure [40]. Third group of papers 

extend the use of potential functions to time-varying situations. For example Newman's 

work of avoiding moving obstacles [41] and Khatib's real-time obstacle avoidance 
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technique [32]. In vision literature, potential fields have been applied in numerous contents 

such as the derivation of medial axis transform of a 2D polygonal region [42]. 

1.2. General Problem Statement and Approach 

The thesis aims to: 1) develop a mathematical framework for fixation control based 

on artificial potential functions and  2) evaluate its usage in the extraction of relevant info 

such as contours and certain geometric properties for shape recovery. 

In this thesis, we propose to solve the problem of generation of attentional 

sequences and their usage in task-driven tasks by imposing artificial potential energy 

function on the image plane. First let us sketch the solution approach. 

Let  C represent the set of all pixels and C x C  represent the state space. Note that 

each point )x,x( k in the state space denotes a candidate point given the current fixation 

point xk. Consider an artificial potential function F∈ C[CxC, R] constructed on the state 

space and such that for each ∈x C which has a  minimum at the point to be yet 

determined and is maximal over uninteresting points. For a given fixation point xk, F can 

be visualized as three-dimensional surface. 

Once a suitable F is constructed, it automatically determines a feedback control law 

)x,x(FD k
x−=τ , where τ is the input to be applied to the controller. It can be shown that 

the closed-loop actuator system inherits the critical qualitative behaviour of F's gradient 

trajectories (i.e. )x,x(FDx k
x−=& ). In our work, two artificial potential functions, F1 and 

F2, are formulated. First prominent points on the contour –a set of fixation points- are 

determined through potential function F1. Following, the contour segment between each 

consecutive fixation points is determined through potential function F2. Hence, the 

construction of these potential functions becomes a critical issue. The terms in the potential 

function F1, are selected such that the pixels on the contour with features deviating from 

those of its neighbours are favoured as fixation points. Deviation assessment is based on 

rapid direction change and irregularity - therefore high information content. In order to 

ignore irrelevant data, fixation points must be as far as possible. The terms in the potential 

function F2 are selected such that an optimal path between successive fixation points is 

traced along the edge pixels. 
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Once generated and connected, these fixation points then serve as the points chosen 

on the object that form a rough skeleton of the contour. These points are then grouped 

together. Finally, we compute elliptic Fourier coefficients of the contours detected in order 

to extract features. In many applications of pattern recognition and digital image 

processing the shape of an object is represented by its contour. Fourier descriptors provide 

a means to characterize contours. The idea is to represent the contour as a function of one 

variable, expand the function in its Fourier series, and use the coefficients of the series as 

Fourier descriptors. Having represented shape features by Fourier descriptors, an 

Euclidean-invariant graph composed of the features of the object is constructed for fast 

comparison of object features. 

1.3. Contributions of the Thesis 

The contributions of this thesis can be summarized as follows: 

1) We have constructed selective fixation control – namely, generation of 

attentional sequences and shifting attention  - in a theoretical framework via 

potential functions. Both generation of fixation points and their usage in task - 

driven tasks are solved by imposing artificial potential energy function on the 

image plane.  

2) We have implemented our novel theoretical method - online and reliable 

–within BUVIS for the analysis of complex parts. 

1.4. Outline 

This thesis consists of  five separate chapters: A review of the literature on 

selective fixation control, automated visual inspection and energy-based methods 

is given in Chapter 1. The general overview of the original work is presented in 

Chapter 2. In Chapter 3, mathematical formulation of the approach is presented. 



 8

Experimental results is presented in Chapter 4. Finally Chapter 5, summarizes the 

work of this thesis and offers a few conclusions and suggestions for further work. 
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2. GENERAL FLOW OF PROCESSING 

Our general algorithm aims to assess the shapes of  objects with multiple parts. The 

shape assessment is achieved via extracting the contours of the object and its subparts. The 

contours are derived based on selective fixation control ideas combined with artificial 

potential functions. We implemented the approach on BUVIS, an inspection system 

endowed with visual attention capability. The flow of visual processing is as shown in 

Figure 2.1. 

 

?
Learning

mode
Inspection

mode

Image Acquisition

Pre-processing

Pre-attention

Attention

States
Generation of

Fixation
Sequences

Grouping Attentional
Sequences

Shape
Representation

Multi-Object
Identification

Create Part
Model for

Library

Compare with
Library Model

Cognition
Stage

New
fixation

point

New
visual
field

 

FIGURE 2.1 Flow diagram of the visual processing. 

 

First, the incoming image is subjected to preprocessing with two purposes in mind: 

1.)  Removal of image noise via low-pass filtering and 2.) Extraction of prominent edges 

via high-pass filtering and thresholding. In our application, a very simple averaging 
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operator - box filter - is used for noise removal due to its computational simplicity and 

Sobel edge operator for edge extraction. Typical results are  as shown in Figure 2.2.  

 

 

FIGURE 2.2 (Left)  An industrial object -  door part manufactured  for automobile 

industry; (Center) Image after low-pass filtering; (Right) Image after edge extraction. 

 

The next three stages constitute the maincore of the visual processing: pre-attention, 

attention and cognition involving spatio-temporal reasoning as shown in Figure 2.1. The 

aim of the pre-attention stage is to determine where to look next in the visual field. Let us 

observe that once the initial fixation point is determined, visual resources are allocated to 

process only a small part of the whole scene. After the occurrence of physical attention –

i.e. the repositioning of the current fixation point to the newly determined fixation point- 

this region is subjected to further processing in order to extract more complex features. 

These two stages of vision occur repeatedly – collecting data in space and time and 

contribute to the pool of information used by the third stage to accomplish the given 

inspection task [19,20]. Only certain interesting points ‘fixation points’ are focused on and 

the sequence of fixation points thus generated represents a salient contour segment in a 

spatio-temporal manner. This fixation points serve as anchor points for further processing. 

As the contour of a part or a sub-part may be seen as broken into several salient contour 

segments due to illumination and viewing artifacts, construction of complete contours is 

transformed to that of merging fixation point sequences. Once merging is completed, the 

contour of each part or subpart is defined coarsely. Since we need accurate shape 

information for inspection purposes, each fixation point sequence is then used to 

interpolate the contour precisely. Following, elliptic Fourier descriptors (EFD) are used to 

compute the Euclidean shape invariants. The advantage of this representation is that the 

spatio-temporal representation of the contour can be used in a straightforward-manner to 
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compute the shape parameters. Two possible modes exist in final stage of cognition: 1.) 

Learning, where the system assumes that it is presented with an ideal part and forms a 

library model of the part; and 2.) Inspection, where the system compares the part-being-

inspected to the library model and determines whether the part is faulty or not and if faulty, 

what the faults are. 

2.1. Generation of Fixation Sequences 

The aim of this stage is to determine all the salient contour segments. A salient 

contour segment is represented by a chain of fixation points. To start visual processing, an 

arbitrarily chosen edge point - in our case the upper left most edge point - is taken to be 

initial fixation point of the first salient contour segment. Once an initial fixation point is 

determined, a find-next-fixation-point procedure is continually invoked to form a chain of 

fixation points. 

2.1.1. Pre-attention 

The aim of this stage is to determine the next location to be processed and then shift 

processing from the current to the next selected location. The location of fixation points are 

of critical importance since they are utilized in order to reduce visual input data. They 

should be located at points where critical change occurs in visual data. In the case of 

contour following, it can be intuitively inferred that the fixation points should be placed 

more densely in regions of high contour curvature and less densely in regions of low 

contour curvature. 

In our work, the next fixation point is determined automatically within a 

mathematical framework of artificial potential functions. The construction of the 

potential function is determined considering features important for positioning 

the fixation point. The construction of potential function is described in Section 

3.2, and the critical points of the resulting potential field are used to estimate next 
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fixation point. The path that leads to next fixation point is found by following 

force field of the potential field, thus avoiding two dimensional search. 

Having determined next fixation point, the current fixation point should be 

shifted from the current to the next selected location. Simply a path that leads to 

next fixation point starting from current fixation point is to be constructed. Since 

this path will be constructed between every two successive pair of fixation points, 

at the end the outline of the object will be traced. Even this simple task requires 

another level of processing - since the trajectory generated in the course of finding 

the next fixation point will be jagged and nonoptimal.  However, taken from 

another perspective, this problem turns out to be a straightforward navigation 

problem - where the goal is to move from the current fixation point xk to the next 

xk+1  optimally. Fixation points guide pretty well in constructing a thinner contour 

of an object out of edge pixels. The mathematical formulation for tracing the 

outline of the objects is described in section 3.3 in detail. 

2.1.2. Attention 

In the attentive stage, the properties which characterize the state of the fixation 

points are extracted. The feature vector obtained in this way is then added to the attentional 

sequence. The type of processing during attention is determined by the task at hand  and is 

much more detailed in nature than that of the pre-attentive stage. In our case, we use 

edgetype as the feature. Edgetype is a valued entry embodying the angular attitude of the 

vector pointing from the current fixation point to next fixation point. 

The information embodied in edgetype is used to segment the object whose 

attentional sequences is being generated. As soon as the next fixation point is added to the 

attentional sequence, the edge pixels between current and next fixation point -- the ones in 

the window along the direction of the vector pointing from the current fixation point to the 

next fixation point- are added to the segment to which fixation point belongs.  

While the contour of the object is being traced, the edge pixels on the way should 

be segmented so that a region is not processed twice or more. Furthermore, this 

segmentation process is necessary for deciding whether to initialize the segmentation of 
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another object or not. The number of pixels segmented around each fixation point is used 

as a feature to decide whether the current fixation point is actually last fixation point of that 

segment or not. If there are no pixels to be segmented around the fixation point, then it is 

the last fixation point. The process of determination of initial fixation point of a new 

segment can be initialized. 

 

 
 

FIGURE 2.3 Segmentation process occurs while tracing the object's outline. 

 

A window between successive fixation points grows along the saccade direction of 

current fixation point in order to segment the edge pixels and the edge pixels connected to 

current fixation point is appended to the segment as shown in Figure 2.3. 

2.2. Cognition based on Fixation Points 

In the cognition stage, the attentional sequences thus generated are 

subjected to further processing. An attentional sequence corresponds to a spatio-

temporal representation of the image – since it not only represents the locations of 

the features, but also the manner in which they were traversed. Using attentional 
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sequences, an object is represented for visual recognition as a "feature ring" -- a 

time-ordered sequence of features perceived at each fixation, along with positions 

and memory traces that link the fixations as Yarbus suggested [43]. Features, in 

turn, are defined as being the most information contentful parts of the image. 

First the sequences are grouped together if there is evidence that  they 

belong to same subpart.  The sequence represents the skeleton of the subpart. The 

shape invariants of each subpart are computed then a part model is constructed 

that represents where all the subparts are located on the part. 

 

 

FIGURE 2.4  Merging of attentional sequences is illustrated. 

2.2.1. Grouping Attentional Sequences 

The first type of cognitive processing aims to group attentional sequences together. 

The necessity of  this processing is due to the fact that when merging the segments  that 

actually belong to the same object may be segmented as two different objects due to 

illumination. In particular, two segments are possibly to be grouped  if their end-points are 

close to each other. However, this is not an easy task. Fortunately, the representation of the 
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segment as a chain of fixation points also provides such information approximately. The 

initial and the end fixation points may be taken roughly to be the end points of the segment 

and assessment of closedness of two segments can be made based on their physical and 

feature proximity, as shown in Figure 2.4. In our case, we use distance as a measure. 

Fixation points are aided to further serve as the points chosen on the object that somewhat 

forms the skeleton of the object. 

2.2.2. Shape Representation 

The representation of shapes is based on elliptic Fourier descriptors [44,45]. 

Elliptic Fourier descriptors represent a shape weighted sum of ellipsoids. Using elliptic 

Fourier descriptors, each shape i is defined by a vector p Pi
k∈ ⊆ ℜ +4 2  where k is the 

number of harmonics: 
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 The order of harmonics k represents the accuracy of the model. The set of  n shapes 

is then described by p P n k∈ ⊆ ℜ +( )4 2  via concatenating pi  [46]. The parameter set aik , bik , 

cik  and dik  can be used to extract geometric features such as major and minor axis length, 

orientation. Furthermore, geometric relations within and between shapes can be easily 

formulated mathematically. Finally, given a sequence of points forming a complete 

contour, a simple procedure can be used to compute the elliptic Fourier parameters [45]. 
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px∆  and py∆   are incremental changes of the contour in x and y directions during 

the time pt∆ . T is the period to trace the contour once. n is the harmonic number. For 

subpart contour, shape coefficients using fifteen harmonics  are computed as illustrated in 

Figure 2.5. 

 

 

FIGURE 2.5  Contour reconstructed for industrial object out of 15 efd coefficients. 

2.2.3. Construction of Part Model  

Once the shape descriptors are extracted, the next stage is to examine all the 

subparts on the part and then construct a part model that represents where all the subparts 

are located on the part. Note that as the part is randomly positioned and oriented, this is not 

an easy task. We use shape invariants [44] for representing each sub-part and then use a 

particular -Euclidean-invariant subparts graph for constructing the complete part model. 

For shape invariants, we use the major and minor axis lengths of the ellipses passing 

roughly through the contour of each subpart as computed based on elliptic Fourier 
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descriptors. To construct our Euclidean-invariant subparts graph, we first compute the 

vector anchored at the center point of the part in the direction of the center point of a 

subpart which is assumed to be always present, use this vector to generate a rotated x-y 

coordinate frame and calculate the radial coordinates (rpi, θpi) of the center point of each 

subpart i=1,..,N where N is the number of subparts as shown  in Figure 2.6. 

 

 

FIGURE 2.6 (Left) Reference vector, (Right) Euclidean-invariant graph. 

 

2.2.4. Decision Stage 

The decision stage has two modes. In the learning mode the system is presented 

with a non-defective part. Part’s model is constructed and then stored in a library file to be 

later used. In the inspection mode, a “to-be-inspected” part is presented to the system and a 

decision regarding whether the part is defective or not is made. If found defective, the 

defects are listed. In order to accomplish this task, a model of the part is constructed and 

then compared with the model of the ‘ideal’ part. The comparison is based on identifying 

corresponding subparts on each part respectively and then using a measure of proximity to 

determine whether the positioning and shape of each subpart on the inspected part is as it 

should be. In our Euclidean-invariant graph representation of the parts, a mere comparison 

in radial coordinates suffices to identify corresponding subparts. The j’th subpart on the 

model is matched with the i’th subpart on the part being inspected that minimizes the 

Spatial-Similarity-Criterion, SSCji, 
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( ) ( )[ ]2
1

2
mjmjpipi

2
mjmjpipiji )sin(*r)sin(*r)cos(*r)cos(*rSSC θ−θ+θ−θ=  (2.6) 

 

Here, rpi and rmj are the radial distance of i’th subpart of to-inspected-part and j’th subpart 

of model part to the starting point of the reference vector respectively and θpi and θmj are 

the angular displacements of corresponding subparts relative to the reference vector. The 

average SSCji for all subparts, is defined as follows, 

 

∑=
N

j
)elmod_on_subpart_j_to_mathced_one_inspected_on_subpart(j thSSC

N
1ASSC   (2.7) 

 

can be used as a feature to determine if a subpart is missing. The ASSC value is almost 

invariant for a part no matter what its orientation is. Due to a missing subpart (i.e. a 

missing hole), the value of ASSC will change considerably compared with the model’s 

ASSC. Having determined that there exists a missing subpart, the missing subpart can 

easily be identified through SSCji values.  

Having matched the segments on both images, our next objective is to determine 

whether the segments are properly shaped within some tolerance. The invariants computed 

out of first few harmonics successfully aids in rough inspection of the shape of the 

segments. 

2.3.  Discussion 

We have implemented these ideas in the primary stage of BUVIS development – an 

experimental testbed for this work. This work is presented in [7]. In the decision making 

stage regarding the status of the inspected part, we solved matching problem based on SSC 

feature and Euclidean invariant graph. The asssumption is that there should exist two 

invariant points on the part being inspected. Then the subparts on the part being inspected 

and the subparts on the model part can be correctly matched for further inspection. We 

further assume that the parts are being viewed from invariant view direction 

orthographically and the distance of camera does not change. The parts to be inspected can 
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be viewed at any orientation, that is, Euclidean invariant graph is almost independent of 

rotation. We use ASSC feature to assess the performance of our system. It is expected that 

ASSC value is almost zero if all subparts on the part being inspected matches to those of 

the model part and there is no misplaced or missing subpart and ASSC value is 

considerably different from zero otherwise. Indeed, our experiments have verified this 

expectation. We have observed that due to the foreshortening effects, ASSC is not exactly 

zero but close to zero even if all subparts on the part being inspected matches to those of 

the model part and there is no misplaced or missing subpart. Let us remark that in case of a 

part with acceptable many subparts and a faulty part, this ASSC definition may not yield 

good results. Since ASSC is the average of minimizing SSC values for all subparts on the 

inspected part, if the number of subparts on the part increases, ASSC value will hardly 

reflect the case that there exists a missing or misplaced subpart. 

After the subparts on the inspected part and those of model part are correctly 

matched, the shape parameters of the mathcing subparts are compared to determine if the 

subparts are correctly shaped or not. Comparing only shape parameters of matching parts 

allows fast comparison inspected of the part to model part. Let us finally add that we have 

had promising results in terms of computational time. Time considerations suggest that it is 

possible to realize a real-time system using the presented approach. 
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3. MATHEMATICAL FORMULATION 

In this section, we present mathematical framework based on artificial potential 

functions - which formalizes the algorithm of generating attentional sequences and their 

usage. First, the general solution approach through potential functions is sketched for both 

levels. Then, two artificial potentials are formulated, one for the determination of 

prominent points –a set of fixation points- and one for the determination of the contour 

segment between each successive fixation points. Theoretical stability analysis of the 

results is presented following the construction of potential functions for each level. 

3.1. Potential Function Approach 

The generation of fixation points and their usage in task-driven tasks can effectively 

be solved by imposing artificial potential energy function  on the image plane. The solution 

approach can be outlined as follows: 

The set of all pixels is represented by C and the state space is represented by C x C. 

Each point (x,xk) in the state space denotes a candidate point given the current fixation 

point xk. An artificial potential function F∈ C[CxC, R] is constructed on the state space 

such that for each  x∈ C there exists a  minimum at the point to be yet determined and F is 

maximal over  uninteresting points. F can be visualized  as three-dimensional surface for a 

given fixation point xk. 

Once a suitable F is constructed, a feedback control law τ= −DxF(x,xk) is 

automatically determined. The closed-loop actuator system inherits the critical qualitative 

behavior of F's gradient trajectories (i.e. x& = −DxF(x,xk)). 

We presume an artificial potential function  F -  a scalar valued map on the state 

space. Define the vector field  f  to be the negative gradient of the map F with respect to x  

 

)x,x(FD)x;x(f k
x

k −≡ .     (3.1) 
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Here the semicolon notation is intended to call attention to the parametric role that 

the current fixation point xk will play in determining the motion of the system. Motion on 

this subspace of the state space is governed by the limit properties of the gradient 

dynamical system )x;x(fx k=&  whose integral curve through the initial condition xk will 

be denoted by )x;x(fx kkt=& . When 0)x;x(f k* =   implies that )x;x(fD k*
x has full rank, 

it can be guaranteed that the limit set )x;x(flim)x;x(f kkt
t

k
o ∞→

∞ =  of every trajectory 

through any initial condition xk is some isolated singularity  *x  which can then be 

designated as the next fixation point *1k xx ≡+ . 

3.2. Generation of Fixation Points  

The aim of this stage is as follows: Given a current fixation point,  determine where 

to look next in the image. In our earlier work, we have achieved this via applying simple 

computations on the periphery region of the current fixation point by considering all 

candidate image points, computing their saliency - a measure of interest based on the 

presence of simple features with low computational requirements - and designating the 

image point with the greatest saliency as the potential fixation point.  Here, we would like 

to formalize this simple heuristic algorithm. 

3.2.1. The Artificial Potential Function 

Let us now describe the terms that appear in the potential function.  Let I denote the 

image intensity function defined on C  and )x(I∇ denote image gradient at the point x . 

Obstacle points are enclosed by three terms: First, a 11β  term that marks those 

points where the image gradient vanishes as obstacles: 

 

)x(I)x(I)x( T
11 ∇∇=β    (3.2) 
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Next, a 12β  term that ensures the saccade direction ( x - xk ) is close to the directional cue 

)x(I k∇  at the current fixation point as: 

 

[ ] )xx()x(J)x,x( kTkk
12 −∇=β    (3.3) 

 

where J is the rotation operator. 

Finally, a 13β  term ensures that the next fixation point is within the vicinity of the current 

fixation point as: 

 

)xx()xx()x,x( kTkk
13 −−=β    (3.4) 

 

Denote the product of the various obstacle functions by 1β . The obstacle space 1O  is 

defined  

 

}0)x,x(:Cx{O k
11 ≤β∈=     (3.5) 

 

Constructed in a manner similar to [34,35], the artificial potential function is a three 

parameter family defined by the composition of three functions: 
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where the quotient function qsr1ϕ  is defined by 
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the squashing function σ  is defined by 
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Here, the functions β12, β13, qsr1ϕ  and F1 are all dependent on xk but for the simplification 

of the notation, the second argument xk will be omitted in the sequel . 

Note that the height of qsr1ϕ  is maximal (goes to ∞ ) on the obstacles' boundary. 

The parameters q, r and s are used to control the shape of qsr1ϕ . The squashing function σ  

maps the image to the unit interval. The initial condition is xk. Topologically, qsr1ϕ  is 

equivalent to F1. 

3.2.2. Theoretical Analysis of Fixation Generation 

With the terms substituted, the function qsr1ϕ   
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Here, k
o xx = , is the current location, x  is the candidate for target point. The gradient 

∇ I( x ) is defined as, 
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Also, let oxxu −= . 
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J is the a rotation operator by 2π , 
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The proposed potential function F1∈ C[CxC, [0, 1]] is a composition of two functions: 

 

qsr11F ϕσ= o      (3.12) 

 

Since ϕ1qsr blows up at some points, to correct this undesired behaviour, the image of ϕ1qsr 

is squashed by the map [ ) [ ]1,0,0: →∞σ  defined : 
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This function is defined over all the domain and is also admissible. Note that the first 

derivative of σ is strictly positive for x>0. Therefore, the surface properties of ϕ1qsr  are 

invariant under these maps.  
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The following technical lemmas give the formulas for the gradient and the Hessian (second 

derivative) of F1 which will be used continually in the sequel. 
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( ) ( ) u2uu2uu TT =∇=∇ . □ 

 

Lemma 3:  ( )( )( ) ( )o
T

o xIJuxIJ ∇=∇∇  

 

Proof:  Define ( )oxIJ∇ = c, a constant vector. Then ( )( ) ucuxIJ TT
o =∇  and ( ) cucT =∇ . □ 

 

Lemma 4: The gradient of F1 is, 
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Proof:  For the sake of simplicity, let ( ) ( )xIxIA T ∇∇= ,  ( )( ) uxIJB T
o∇= , and uuC T= . 

Then F1 is, 
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Using results from Lemma 1, 2 and 3, and substituting into (3.16) for ∇ A, ∇ B and ∇ C 

respectively, 
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we get the stated result. □ 

 

Lemma 5:  The minimal points of F1 are determined by the following equation, 
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Proof: From optimization theory, a necessary condition for being a critical point is that 

0F1 =∇ . In our case, we observe that these happen in four different cases. 

( ) 0xI =∇ , 0u = , ( )( ) 0uxIJ T
o =∇  and  
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In the first  three cases, we observe that the function F1 becomes maximal. Hence, these 

cases are taken out of consideration. In the last case, F1<1  implies minimality. □ 

 

Lemma 6:  The Hessian of F1 is evaluated at minimal points is, 
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Proof: Recall that 1F∇  is 

 

( ) ( ) ( )( )( )
( ) ( )( )( )( )

( )( )( ) ( ) ( )( )
( ) ( )
( ) ( )( )( ) 


















∇∇+

∇∇+

∇∇∇

∇∇+

∇∇
−=∇

−−−

uuxIJxIr2

xIJuxIs

xIxIuuxIJq2

uuxIJxI1

uuxIJxI
xF

T
o

2

o
22

T22T
o

2r2sT
o

q2

2r21sT
o

2q2

1  

 

Let ( ) ( )( )( ) 2r21sT
o

2q2 uuxIJxID −−− ∇∇= , ( ) ( )( )( )( )2r2sT
o

q2 uuxIJxI1E ∇∇+=  and 

( )( )( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )( )uuxIJxIr2xIJuxIsxIxIuuxIJq2G T
o

2
o

22T22T
o ∇∇+∇∇+∇∇∇= . 

Then 1F∇ can be re-written as 

 

( ) G
E
DxF1 −=∇  

 

Hence, the Hessian of  F1 is, 

 

( ) ( ) ( ) G
E
DEG

E
DDG

E
1xF T

2
T

1
2 ∇−∇+∇−=∇  

 

Due to minimal point condition in Lemma 5, G=0, then 

 

( ) G
E
DxF1

2 ∇−=∇     (3.19) 

 

The gradient ∇ G is evaluated to be  

 

( )( )( ) ( ) ( )( ) ( )( )( ) ( ) ( )( )
( ) ( )( ) ( )( )
( )( ) ( ) ( )( ) ( ) ( )( )

( )( )( ) ( ) ( )( ) ( ) ( )( )
( ) ( )( )( ) 


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
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
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∇∇∇+∇∇∇∇
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2

T
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T
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T
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uxIxIuxIJq4xIxIuuxIJq2

G  
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Substitute the following equation we had obtained from critical point condition in Lemma 

5  into G∇  

 

( ) ( )( ) ( ) ( )
( )( )( )

( )
2

2

T
o

o
2

T2

uq

uxIr

uxIJq2

xIJxIs
xIxI

∇
−

∇

∇∇
−=∇∇  

 

G∇  evaluated  at a minimal point is: 
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



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T
oo

22
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q
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q
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s

u
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Collecting similar terms together, 

 

( )( )( ) ( ) ( )( )
( ) ( )( )( )

( ) ( ) ( )( )
( )( )( )

( ) ( )( )( )

( ) ( )( )( )

( ) ( )( )( ) 









































∇∇+

∇∇
−

∇∇
−

∇

∇∇∇








+−

∇∇








+−

∇∇∇∇

=∇

2x2
T

o
2

T
o

2

T
o

2

T
o

T
oo

22

2

TT
o

2

T22T
o

IuxIJxIr2

q
xIJuxIrs2

q
uxIJxIrs2

uxIJ

xIJxIJuxI
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q
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Substituting G∇  into (3.19), we get the result. □ 

 

Proposition 1: For a given point ox , there exists a set of positive integeres ( q*, r*, s* ) 

such that the real-valued function F1 admits a non-degenerate local minimum. 

 

Proof:  Let 1dq  be the critical point of F. ∇ 2F1 at critical point, 1dq , is evaluated in Lemma 

6. We will deal only with following portion ∇ 2F1( 1dq ) since other terms of ∇ 2F1( 1dq ) are 

positive scalar values and have no role in the analysis of positive-definiteness. 

 

( )( )( ) ( ) ( )( )
( ) ( )( )( )

( ) ( ) ( )( )
( )( )( )

( ) ( )( )( )

( ) ( )( )( )

( ) ( )( )( ) 
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
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


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





∇∇−

∇∇
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∇∇
+

∇
∇∇∇
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






++

∇∇








++

∇∇∇∇−
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T

o
2

T
o

2

T
o

2

T
o

T
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2

TT
o

2

T22T
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IuxIJxIr2

q
xIJuxIrs2

q
uxIJxIrs2
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xIJxIJuxI

q
s1s

u

uuuxIJxI
q
r1r4

xIxIuuxIJq2

 

 

In order that 1dq  is an attractor point, ∇ 2F1( 1dq ) should be positive definite and for 

∇ 2F1( 1dq ) to be positive definite, for any non-zero vector β, [ ] 0)q(F 1d1
2T ≥β∇β  should 

hold.  

 

Choose u and u⊥  be two orthogonal vectors that span the space. It is the case that 

 

[ ] 0u)q(Fu 1d1
2T ≥∇   and  ( ) [ ]( ) 0u)q(Fu 1d1

2T ≥∇ ⊥⊥   

 

for any β,  

 

[ ] 0)q(F 2d1
2T ≥β∇β  
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holds since β can be expressed in terms of u and u⊥ .  

 

Let’s first compute [ ] 0u)q(Fu 1d1
2T ≥∇  and  ( ) [ ]( ) 0u)q(Fu 1d1

2T ≥∇ ⊥⊥   and analyze their 

negative definiteness.  [ ]u)q(Fu 1d1
2T ∇  is computed in several steps, 
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( )( )( ) ( ) ( )( )
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q
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T
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Multiply by uT and u on the respective sides, 

 

[ ]

( )( )( ) ( ) ( )( )
( ) ( )( )( )

( ) ( ) ( )( )
( )( )( )

( ) ( )( )( )

( ) ( )( )( )

( ) ( )( )( ) 









































∇∇−

∇∇
+

∇∇
+

∇
∇∇∇









++

∇∇








++

∇∇∇∇−

=∇

uIuuxIJxIr2

q
uxIJuuxIrs2

q
uuxIJuxIrs2

uxIJ
uxIJxIJuuxI

q
s1s

u

uuuuuxIJxI
q
r1r4

uxIxIuuuxIJq2

u)q(Fu

2x2
TT

o
2

T
o

T2

T
o

T2

T
o

T
oo

T22

2

TTT
o

2

T2T2T
o

1d1
2T  
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Substitute 2T uuu = , 
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Simplify the expression by canncelling out similar terms, 
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Common terms are taken out, 
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For the right of (3.20) to be greater than zero, 

 

( )( )( ) ( ) ( )( ) ( ) ( ) ( )( )( )uxIJxI
q

qsr2sr2uxIxIqu2uxIJ T
o

2T2TT
o ∇∇







 +++≤∇∇∇∇   (3.21) 

 

should hold. Define θ  to be the angle between u and ( )( )oxIJ∇ . Then  

 

( )( ) ( ) θ∇=∇ CosuxIJuxIJ o
T

o  

 

Substituting in (3.21), 

 

( ) ( ) ( )( ) ( ) ( ) ( ) θ∇∇

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

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Eliminating similar terms on both sides of the inequality, 
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



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Cosθ > 0  so that the angle between u and ( )( )oxIJ∇  is less than 2π , that is u and 

( )( )oxIJ∇  have similar directions. If  Cosθ > 0, then for [ ] 0u)q(Fu 1d1
2T ≥∇ , the following 

should hold. 
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Now, let us determine ⊥⊥ ∇ u)q(Fu 1d1
2T  
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Some terms turn out to be zero due to the fact that 0uu T =⊥ , 
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Common terms are taken out, 
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Again, define θ  to be the angle between u and ( )( )oxIJ∇ . Then the angle between u⊥  and 

( )( )oxIJ∇  is  2π - θ . Using this fact, ⊥⊥ ∇ u)q(Fu 1d1
2T  becomes  
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Simplifying, 
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q
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  (3.24) 

 

These results indicate that q, r and s values can be computed, so that these inequalities 

(3.22) and (3.24) hold. Thus, choosing appropriate q, r and s values, positive defineteness 

of F1 around minimal point can be achieved. □ 

3.3. Tracing Based on Fixation Points  

The aim of this stage is use the fixation points thus generated in a specific task - 

namely the tracing of an object's outline.  

First let 2γ  represent a potential well centered at the points x  at which the 

Euclidean distance from the next fixation point xk+1 is minimal as: 

 

( ) ( )1kT1k1k
2 xxxx)x,x( +++ −−=γ    (3.25) 
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Next, obstacle points are enclosed by just one term - a 2β  term that marks those points 

where the image gradient vanishes as obstacles as: 

 

)x(I)x(I)x( T
2 ∇∇=β      (3.26) 

 

The obstacle space 2O  is defined  

 

{ }0)x(:CxO 22 ≤β∈=     (3.27) 

 

Constructed in a manner similar to [34,35], the artificial potential function is a two 

parameter family defined by the composition of three functions: 

 

)x,x()x,x(F 1k
mn2d

1k
2

++ ϕσσ= oo    (3.28) 

 

where the function mn2ϕ  is defined as:  

 

n
2

m
2

mn2 β
γ

=ϕ ,     (3.29) 

 

the squashing function σ is defined in (3.8) and the sharpening function σd is defined by  

 

     ( ) Q
d yy =σ      (3.30) 

 

where Q=max(m,n). The parameters m and n are used to control the shape of the mn2ϕ . 

Since ϕ2mn  blows up at some points, to correct this undesired behaviour, the image of ϕ2mn  

is squashed by the map [ ) [ ]1,0,0: →∞σ . This function is defined over all the domain and 

is also admissible. Finally due to parameter Q, the destination point xk+1 is degenerate 

critical point. To counteract this effect, the sharpening function [ ] [ ]1,01,0:d →σ  is 

introduced to change the xk+1 to a degenerate critical point. Note that the first derivative of 

both functions are strictly positive for x>0. Therefore, the surface properties of ϕ2mn  are 
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invariant under these maps. By construction, the case 0x =& can happen only at xk+1 and if 

ϕ2mn  has a nondegenerate minimum at this point. 

Here, all functions 2γ , mn2ϕ  and F2 are dependent on xk+1 but for the simplification 

of the notation, the second argument xk+1 will be omitted in the sequel . 

The initial condition is xk. The following proposition establishes that the  next 

fixation point xk+1 is an attracting critical point of F2. 

 

Proposition:  For a finite m,  the point  xk+1  is  a stable critical  point of the artificial 

potential function F2  . 

3.3.1. Theoretical Anaysis of Tracing Object’s Outline 

Recall: 

 

( ) ( )
( ) ( )( )nT

mT

mn2
1xIxI

vvx
+∇∇

=ϕ     (3.31) 

 

Here, x  is the candidate for next point to be generated. I( x ) is the intensity at x . ∇ I( x ) is 

the gradient of I at x , 

 

( ) ( )
( )






=∇

xI
xI

xI
y

x      (3.32) 

 

v is the vector between x  and fx , 

 

    







−
−

=−=
yy
xx

xxv
f

f
f      (3.33) 

 

where fx is the target point xk+1. 
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Through composition (3.28), F2 is 

 

( ) ( )
( ) ( ) ( )( )( ) m1nTmT

T

2

1xIxIvv

vvxF
+∇∇+

=    (3.34) 

 

The following technical lemmas give the formulas for the gradient and the Hessian (second 

derivative) of F2 which will be used continually in the sequel. 

 

 

Lemma 1: The gradient F2 is  

 

( )
( )( ) ( ) ( )( )

( )( )
( )( ) 1m1n2m2

2

T22
n2

2

1xIv

1xIm

xIxIvn
v1xI2

xF +






 +∇+















+∇

∇∇
++∇−

=∇   (3.35) 

 

Proof: For the sake of simplicity, let  vvA T=  and ( ) ( )( )nT 1xIxIB +∇∇= . Then 

v2A =∇ and ( ) ( ) ( )II1IIn2vvvm2B T21nT1mT ∇∇+∇∇+−=∇ −−  and F2 is,  

 

( )
( ) m12 B

AxF =  

 

( ) ( )
B

Bm
AA

B
1F 1m1m12 ∇−∇=∇ +  

 

Let’s substitute A, B, ∇ A and ∇ B back into ∇ F2, 

 

( )
( )

( ) ( ) ( )

( ) 1m1n2m2

T21n22m2T

m1n2m2
2

1Ivm

II1In2vvm2vv

1Iv

v2xF +

−−






 +∇+






 ∇∇+∇+−

−





 +∇+

−=∇  

 

Simplifying, we get 
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( )
( ) ( )

( )
( ) 1m1n2m2

2

T22
n2

2

1Iv

1Im

IIvn
v1I2

xF +






 +∇+















+∇

∇∇
++∇−

=∇  

 

Hence, we get the stated result. □ 

 

The following lemma establishes the critical points of F2. 

 

Lemma 2: At critical points of F2, following must hold: 

 

    
( )

( ) 0
1Im

IIvn
v 2

T22

=
+∇

∇∇
+     (3.36) 

 

Proof: Critical points are obtained by equalizing the gradient  ∇ F2=0. From Lemma 1, we 

see that ∇ F2 is equal to zero either when 

 

   v=0      or   
( )

( ) 0
1Im

IIvn
v 2

T22

=
+∇

∇∇
+   . □ 

 

Lemma 3: The Hessian of F2 evaluated at minimal points is 

 

( )
( ) ( )

( )
( )

( )
( )( )

( )
( ) 1m1n2m2

2

TT2T22

2

T22

2

TT2

2x2

n2

2
2

1Iv

1Im

IIIIvn2

1Im

IIvn

1Im
vIIn2I1I2

xF +






 +∇+















+∇

∇∇∇∇
+

+∇

∇∇∇
−

+∇
∇∇++∇

=∇  

           (3.37) 

Proof: For the sake of simplicity, let 

( )n2 1ID +∇= ,  ( ) 1m1n2m2 1IvE
+






 +∇+=        and      

( )
( )1Im

IIvn
vC 2

T22

+∇
∇∇

+=  

Then  
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C
E

D2F2
−=∇                  (3.38) 

 

Differentiating  ∇ F2, ∇ 2F2 is found to be  

 

( ) ( ) ( )





 ∇+∇−∇−=∇ C

E
DEC

E
DDC

E
12F T

2
T

2
2  

 

Evaluated at a critical point, C=0 as proved in Lemma 2. Thus, ∇ 2F2 reduces to 

  

( )





 ∇−=∇ C

E
D2F2

2  

 

Differentiating C, ∇ C is found to be,  

 

( )
( ) ( ) ( ) ( )( )( )TT2T2

2

2
T2

2

2
T

2

T2

2x2 IIII
1Im

vn2
II

1Im
vn

v
1Im
IIn2IC ∇∇∇∇

+∇
−∇∇∇

+∇
+

+∇
∇∇−−=∇  

 

Substituting for C, D and E in equation (3.38), we get 

 

 

( )
( ) ( )

( )
( )

( )
( )( )

( )
( ) 1m1n2m2

2

TT2T22

2

T22

2

TT2

2x2

n2

2
2

1Iv

1Im
IIIIvn2

1Im
IIvn

1Im
vIIn2I1I2

xF +






 +∇+















+∇
∇∇∇∇

+
+∇

∇∇∇
−

+∇
∇∇++∇

=∇  

 

We see that the point x=xk+1 is a critical point of F2 since v=0 which then implies that 

∇ F2=0. □ 

 

First we shall see that xk+1 is a non-degenerate local minimum. 

 

Proposition 1: The point xk+1 is a non-degenerate local minimum of F2. 
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Proof: Note that at xk+1, v=0.  The Hessian ∇ 2F2 evaluated at xk+1 is 

 

( ) ( )
( ) 1m1n2

2x2

n2
1k

2
2

1I

I1I2
xF +

+






 +∇

+∇
=∇      (3.39) 

 

Because determinant of ( )1k
2

2 xF +∇  is always positive, xk+1 is a non-degenerate local 

minimum. □ 

 

3.3.1.1.  The Absence of Undesired Local Minima: We also observe that F2 has critical 

points also at points where  

 

( )
( ) 0

1Im
IIvn

v 2

T22

=
+∇
∇∇

+  

 

holds, but v≠0. It turns out that we can choose the parameters m and n such that all critical 

points of F2 other than xk+1 are saddles. This idea is made precise in Proposition 2. The 

proof that follows has two steps: First, a lemma shows the form of the Hessian at all 

critical points other than xk+1. Then, a test direction along which the Hessian has a negative 

eigenvalue is found. As a result, excepting the minimum at xk+1, all the other critical points 

are not local minimum. In this case, for all initial points except for a set of measure zero, 

the gradient system will end up at xk+1. 

 

The following Lemma gives the formula for Hessian evaluated at critical points other than 

xk+1. 

 

Lemma 4: Hessian of F2 evaluated at a critical point other than xk+1 is  

 

( )
( ) ( )

( )
( ) 1m1n2m2

2

T22

T

T

2x2

n2

2
2

1Iv

1Im
IIvn

vv
vv1

n
m2I1I2

xF +






 +∇+















+∇

∇∇∇
−






 −++∇

=∇   (3.40) 
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Proof: Let 2dq ≠ xk+1 be any other critical point point of F2. ∇ 2F2 is computed in Lemma 3. 

Substituting (3.36) into ∇ 2F2, ∇ 2F2( 2dq ) simplies to be, 

 

( )
( ) ( )

( )
( ) 1m1n2m2

2

T22

T

T

2x2

n2

2d2
2

1Iv

1Im
IIvn

vv
vv1

n
m2I1I2

qF +






 +∇+















+∇
∇∇∇

−





 −++∇

=∇  

. □ 

 

Proposition 2: For a given point xk+1, there exists a set of integers (m, n) such that there 

are no minimal points of F2 other than xk+1. 

 

Proof: Let 2dq ≠ xk+1 be any other critical point point of F2. If 2dq  is not a minimal point, 

then it should be the case that there exists a direction β such that [ ] 0)q(F 2d2
2T <β∇β . In 

the sequel, we show that for carefully chosen (m,n) set, such a test direction can be found.  

 

Let v and v⊥  be two orthogonal vectors that span the space. If, it is the case that  

 

[ ] 0v)q(Fv 2d2
2T <∇  and  ( ) [ ]( ) 0v)q(Fv 2d2

2T <∇ ⊥⊥   

 

then 

[ ] 0)q(F 2d2
2T <β∇β  

 

holds since β can be expressed in terms of v and v⊥ .  

 

Let’s first compute [ ]v)q(Fv 2d2
2T ∇ and ( ) [ ]( )⊥⊥ ∇ v)q(Fv 2d2

2T  and analyze their negative 

definiteness. [ ]v)q(Fv 2d2
2T ∇  is computed in several steps, 

 

[ ] ( )
( )

( )
( ) v

1Im

IIvn
vv

vv1
n
m2Iv

1Iv

1I2
v)q(Fv 2

T22

T

T

2x2
T

1m1n2m2

n2

2d2
2T















+∇

∇∇∇
−






 −+






 +∇+

+∇
=∇ +
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[ ] ( )
( )

( )[ ]
( ) 














+∇
∇∇∇

−





 −+






 +∇+

+∇
=∇ + 1Im

vIIvvn
v
v

1
n
m2v

1Iv

1I2
v)q(Fv 2

T2T2

2

4
2

1m1n2m2

n2

2d2
2T  

 

[ ] ( )
( )

( )[ ]
( ) 














+∇
∇∇∇−






 −+






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+∇
=∇ + 1Im

vIInv1
n
m21

1Iv

v1I2
v)q(Fv 2

T2T

1m1n2m2

2n2

2d2
2T  

 

Since 

( )
( ) 1m1n2m2

2n2

1Iv

v1I2
+






 +∇+

+∇  

 

is a positive scalar value, we ignore it, and analyze only   

 

( )[ ]
( ) 0

1Im
vIInv1

n
m21 2

T2T

<














+∇
∇∇∇−






 −+  

 

Finally, we obtain following inequality 

 

( )[ ]
( ) 






 −>

+∇
∇∇∇ 1

n
m2

n
m

1I
vIIv

2

T2T

   (3.41) 

  

Similarly ( ) [ ]( )⊥⊥ ∇ v)q(Fv 2d
2T  is computed in following steps, 

 

( ) [ ]( )
( ) ( ) ( )

( ) ( )

( ) 1m1n2m2
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T22

T
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Here again, we will analyze only 

 

( ) ( )( )
( ) 0

1Im

vIIvvn
v 2

T2T2
2

<













+∇
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−

⊥⊥
⊥  

 

Because 22
vv =⊥ , finally, we obtain following inequality 

 

( ) ( )( )
( ) n

m
1I

vIIv
2

T2T

>
+∇
∇∇∇ ⊥⊥

    (3.42) 

 

 

If λ1 and λ2 are eigenvalues of ( )IIT2 ∇∇∇  and v=[a , b]T, then 

 

( ) ( )( ) [ ] 2
2

1
2

2

1T2T ab
a
b

0
0

abvIIv λ+λ=

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2
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2
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






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
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λ
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For 2dq  not  to be an attractor point –local minima-, n and m parameters should be chosen 

such that both  

 

    ( )[ ]
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



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1I
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m
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vIIv
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T2T

>
+∇
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are satisfied. 

 

Or equivalently, if λ1 and λ2 are eigenvalues of ( )IIT2 ∇∇∇  and v=[a , b]T, following 

inequalities should hold, 
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( ) 
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. □ 
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4. EXPERIMENTS 

We implemented the presented mathematical framework  within the visual system  

of the BUVIS- a visual inspection station developed within our laboratory. The system 

components are shown in Figure 4.1. Visual processing is done on the Smarteye Vision 

System which is designed around a high performance DSP chip TMS320C31PQL [47]. 

Computationally intensive parts of the program are directly programmed in TI assembly 

language. The remaining parts are programmed in C and then cross-compiled to TI 

assembly code. The illumination system consists of four lamps located so as to minimize 

the shadowing effects of each lamp. To-be-inspected parts are placed on an assembly line 

at an arbitrary position and orientation. A camera located exactly above the assembly line 

views the objects orthographically.  An image of the ‘to-be-inspected’ part is taken and is 

subjected to further processing in order  to determine whether  it has any deviations from 

its CAD  specs. 

 

 

 

Smarteye
System

Com puter

M onitor

Power

CCD 
Cam era

Illum ination
 system

 

FIGURE 4.1 System Components. 
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Part 1: metal door part used

in automobile industry
Part 2: another part
used in automobile industry.

 

FIGURE 4.2 Inspection of various parts.  

 

 

 

 
Assembly

Line

To-be-
inspected

-part

Camera
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Smarteye
System

Illumi-
nation
System

 

FIGURE 4.3 Experimental Setup of BUVIS. 
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Two set of experiments were held. In the first set, we demonstrate samples from the 

processing on a simple odd-shaped object. In the second set, the performance of the 

proposed approach on industrial objects under varying lighting conditions is presented. 

 

 

  

FIGURE 4.4 (a) Odd-shaped object (b) after sharpening. 

4.1. Sampled Stages of Processing 

In these experiments, an odd-shaped object shown in Figure 4.4(a) is used.  Note 

that the image is a very noisy one with shadows - as seen in Figure 4.4(b) after sharpening 

operation. 

4.1.1.   Generation of Fixation Points 

Through Figures 4.5-4.7, the generation of the first few fixation points on our odd-

shaped object and potential field surfaces around these fixation points are shown. In 

leftmost figures, the paths leading to next fixation point are generated. The values of q, r, 

and s are 0.5, 1.6, and 1.5 respectively. In rightmost figures, a cross-section of )x;x(F k
1  

surface- for the given potential field around kx - is shown. The white squares in images are 
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fixation points. Note that the next fixation point, 1kx +  occurs in the dark region as minima 

of )x;x(F k
1 as expected. E.g. local minima of )x;x(F 1

1  surface in Figure 4.5(b) indicates 

location of 2nd  fixation point in Figure 4.5(a). 

 

 

 

FIGURE 4.5 (a) Path leading to 2nd  fix. pt. (b) )x;x(F 1
1 surface. 

 

 

 

FIGURE 4.6 (a) Path leading to 3rd fix. pt. (b) )x;x(F 2
1 surface.  
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FIGURE 4.7 (a) Path leading to 4th  fix. pt. (b) )x;x(F 3
1 surface. 

 

First, note that fixation points are not uniformly distributed. Along the contour of 

the object they are found at critical points where directional cue begins to change. The 

faster the directional cue changes, the more closely the fixation points are located. Also, 

we observe that the path leading to next fixation point is along the outline due to the 11β  

term that marks background points where the image gradient vanishes as obstacles and it 

grows along the saccade direction due to the 12β . However, this path is jagged and winding 

as there is a trade off between smoothness and preferred saccade direction. 

4.1.2.   Tracing Based on Fixation Points 

Through Figures 4.8-4.10, tracing of outline of first few fixation points and 

potential field surfaces around those fixation points are shown. In leftmost figures, the 

thinner trajectory - tracing the object's outline and ending up at the next fixation point is 

generated. The values of m and n are 1 and 0.1 respectively. In rightmost figures, 

)x;x(F 1k
2

+  surfaces for a fixed 1kx +  are shown. Because the point 1kx +  is a stable critical 

point of 2F , it occurs in the dark region as minima of )x;x(F 1k
2

+  as expected - i.e. the local 

minima of )x;x(F 2
2 surface in Figure 4.8(b) indicates location of 2rd fixation point.  In all 
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rightmost images, the conic potential due to 2γ  is hollowed out at regions where image 

gradient does not vanish. 

 

 

FIGURE 4.8 (a) Thinner path generated between 1x and 2x . (b) )x;x(F 2
2 surface. 

 

 

FIGURE 4.9 (a) Thinner path generated between 2x  and 3x . (b) )x;x(F 3
2 surface. 
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FIGURE 4.10 (a) Thinner path generated between 3x  and 4x . (b) )x;x(F 4
2 surface. 

4.2. Experiments on Industrial Objects with Different Lighting Conditions 

This set of experiments is held on industrial objects with different illumination 

conditions. First, outline of the object -appropriate for shape parameter computation- is 

constructed by the approach described in this thesis. Then the shape invariants of the 

outline are computed for the object. This is done once for an ideally shaped object and 

stored in the library as the model. Afterwards, shape invariants are computed for every 

incoming arbitrarily oriented object. Let the shape invariants of incoming object be 

denoted by O
iI where i=1,..,N – here N stands for number of shape invariants-  and that of 

model by M
iI . The SID is defined by Shape Invariant Deviation, 
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We performed three sets of experiments with the objects being illuminated 1) from 

four sides and 2) then from one side only.  
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4.2.1. Experiments on Industrial Object-2 with Good Lighting Conditions 

 

FIGURE 4.11  Images of Part-2 taken at different orientations. The object was illuminated 

from four sides. 

 

 In Figure 4.11, images of industrial part-2 taken at different orientations between 

zero and 360 degrees are shown. Industrial part is illuminated from four sides to avoid 

shadowing effects. Although the part is not planar, it seems like planar due to illumination. 
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Experiments for different orientations of part-2 are held. After having preprocessed, 

the contour of the object is extracted with the approach presented in this thesis. In order to 

construct a correct shape model of the part, a crucial practical issue was to compensate for 

the distortion caused by 4:3 aspect ratio of the imaging system. Although the images in 

Figure 4.11 all belong to the same part, they are mapped as squeezed and seen to be of a 

different shape. As our parts are randomly oriented , shape distortion due to unequal aspect 

ratio should be compensated for. Our solution to this problem is the adaptation of the 

computation of the EFD coefficients via manipulating equations (2.2)-(2.5) to account for 

the aspect ratio. Through Figures 4.12 - 4.14, this compensation is illustrated. In Figure 

4.12.(a), the contour shape constructed by our approach is shown. Then out of 

compensated EFD parameters computed for that contour, reconstructed contour of the part 

is shown in Figure 4.12.(b). Note that through Figures 4.12 (a) - 4.14 (a), although all 

belong to industrial part-2, they look different, whereas reconstructed contours in 4.12 (b)- 

4.14(b) look similar, which is very important for inspection purposes. 

 

 

  
 

FIGURE 4.12  (a)  Contour constructed for part-2 oriented at  45.1  degrees with presented 

approach, and  (b)  contour reconstructed out of compensated EFD coefficients obtained 

from the contour in (a). 
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FIGURE 4.13 (a)  Contour constructed for part-2 oriented at  10.8  degrees with presented 

approach, and  (b)  contour reconstructed out of compensated EFD coefficients obtained 

from the contour in (a). 

 

   
 

FIGURE 4.14 (a)  Contour constructed for part-2 oriented at 295.6 degrees with presented 

approach, and  (b)  contour reconstructed out of compensated EFD coefficients obtained 

from the contour in (a). 

 

 Using compensated EFD parameters, shape invariants of the part are computed. 

These invariants are major and minor axis lengths of fitting ellipse for each harmonic. In 

table 4.1, shape invariants upto five harmonics for different orientations of part-2 are 
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illustrated. Each row, represents average values for five experiments at that orientation. Let 
o

n2I  and o
1n2I −  be the major and minor axis lengths of the fitting ellipse of the incoming part 

for the nth harmonic where n=1..N. Let M
n2I  and M

1n2I −  be the major and minor axis lengths 

of the fitting ellipse of model part for the nth harmonic. 

 

TABLE 4.1 EFD shape invariants of part-2 computed upto fifth harmonics at different 

orientations with good lighting conditions. 

 

Orientation I1o I2o I3o I4o I5o I6o I7o I8o I9o I10
o 

10,87 27,63 35,89 1,41 5,89 0,48 5,35 1,97 3,28 0,32 1,21

45,12 28,10 35,22 1,14 6,16 0,86 4,93 1,94 2,87 0,46 1,57

100,37 26,56 35,66 3,13 6,06 0,91 5,82 1,47 3,40 0,32 1,87

124,84 26,70 36,51 2,27 5,74 0,32 4,53 2,04 3,70 0,59 0,92

155,69 27,12 35,50 2,87 6,56 0,68 4,72 2,04 3,52 0,56 1,08

171,53 27,49 35,45 2,17 6,37 0,67 4,86 2,03 3,31 0,58 1,09

196,85 27,05 35,44 2,27 6,42 0,52 4,95 1,66 3,19 0,49 1,41

219,89 27,83 33,96 2,48 7,82 1,24 4,59 1,42 2,60 0,25 1,34

241,60 28,13 35,67 1,48 5,91 0,27 4,41 1,16 2,79 0,82 1,37

295,62 26,78 35,76 3,75 6,86 0,53 4,86 1,29 3,57 0,32 1,38

330,18 27,40 35,32 2,88 6,91 0,39 4,44 1,63 3,00 0,23 1,01

346,80 27,17 35,36 2,94 6,79 0,77 4,83 2,37 3,10 0,44 1,03

           

Min: 26,56 33,96 1,14 5,74 0,27 4,41 1,16 2,60 0,23 0,92

Max 28,13 36,51 3,75 7,82 1,24 5,82 2,37 3,70 0,82 1,87

           

Model I1M I2M I3M I4M I5M I6M I7M I8M I9M I10
M 

9,58 27,27 36 2,3 6,26 0,42 5,21 2,14 3,16 0,36 1,04

 

 

 The part oriented at 9.58 degrees is assigned to be the model part. Deviation in 

shape invariants for the incoming parts at different orientations compared to that of model 
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part are computed by SID equation defined in (4.1). In Figure 4.15, maximum, minimum 

and average values of SID are displayed. SID values are less than one percent. 

 

 

SID  vs Orientation

0,00

0,20

0,40

0,60

0,80

1,00

11 45 100 125 156 172 197 220 242 296 330 347

Orientation (0-360 degrees)

SI
D

 (%
)

Minimum Error Maximum Error Average

 

FIGURE 4.15 SID values for shape invariants of incoming part at different orientations. 

Error is computed with respect to the invariants of model part. 
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FIGURE 4.16 The time duration of our approach and whole processing. 
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Considerations related with time are illustrated in Figure 4.16. The duration of 

processing that only includes generation of fixation points and contour tracing is displayed 

as trace time. The duration of processing that includes preprocessing, generation of fixation 

points, contour tracing and shape parameters computation is displayed as total time. 

Tracing time is around 1.0-1.5 seconds, whereas total processing time is around 2.5-3.0 

seconds. Note that the difference between total time and tracing time –duration of 

processing that includes preprocessing and shape parameters computation- is almost 

constant, 1.5 seconds, as expected.  
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4.2.2. Experiments on Industrial object-1 with Good Lighting Conditions 

 

FIGURE 4.17 Images of Part-1 taken at different orientations. The object was illuminated 

from four sides. 
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 In Figure 4.17, images of industrial part-1 taken at different orientations between 

zero and 360 degrees are shown. The industrial part is illuminated from four sides to avoid 

shadowing effects. Experiments for different orientations of part-1 are held. Through 

Figures 4.18(a) - 4.20(a), contour of part-1 obtained by our approach is illustrated. 

Through Figures 4.18 (b) - 4.20 (b), reconstructed contours are displayed. 

 

   

FIGURE 4.18 (a)  Contour constructed for part-1 oriented at  26.86  degrees with presented 

approach, and  (b)  contour reconstructed out of compensated EFD coefficients obtained 

from the contour in (a). 

 

   

FIGURE 4.19 (a)  Contour constructed for part-1 oriented at  328.51  degrees with 

presented approach, and  (b)  contour reconstructed out of compensated EFD coefficients 

obtained from the contour in (a). 
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FIGURE 4.20 (a)  Contour constructed for part-1 oriented at  278.33  degrees with 

presented approach, and  (b)  contour reconstructed out of compensated EFD coefficients 

obtained from the contour in (a) 

 

 

Using compensated EFD parameters, shape invariants of the part are computed. In 

table 4.2, shape invariants upto five harmonics for different orientations of part-1 are 

illustrated. Each row, represents average values for five experiments at that orientation. 

The part oriented at 4.12 degrees is assigned to be the model part. Deviation in shape 

invariants for the incoming parts at different orientations compared to that of model part 

are computed according to the SID equation in (4.1). In Figure 4.21, maximum, minimum 

and average values of SID are displayed. SID values are less than one percent. 

 

 

 

 

 

 

 



 61

TABLE 4.2 EFD shape invariants of Part2 computed upto fifth harmonics at different 

orientations with good lighting conditions.  

 

 

Orientation I1o I2o I3o I4o I5o I6o I7o I8o I9o I10
o 

4,11 27,35 43,37 6,06 7,32 3,57 4,80 1,22 3,20 1,01 1,34

26,86 26,86 43,97 5,95 6,86 2,96 4,53 1,22 3,13 1,08 1,80

59,20 26,79 43,68 4,87 7,73 3,51 6,74 0,84 2,05 0,39 1,59

94,41 26,59 44,37 4,29 7,59 3,57 7,12 0,70 1,53 0,29 1,80

137,25 26,39 43,66 3,68 8,51 3,75 6,56 0,54 1,69 0,46 2,18

158,91 27,08 44,04 5,63 7,39 3,52 5,32 0,80 2,49 0,83 1,78

186,61 27,00 44,32 5,96 7,93 3,44 5,39 0,57 2,10 0,84 1,67

208,84 26,64 43,79 5,52 7,37 3,20 5,59 0,56 2,46 1,06 1,86

239,44 26,27 43,72 4,58 7,48 3,38 6,63 0,73 1,93 0,27 1,90

278,33 26,66 43,28 5,06 7,85 3,75 7,22 0,63 1,90 0,26 1,46

264,99 26,46 43,64 4,48 7,68 3,47 6,74 0,59 1,90 0,28 1,94

328,51 27,15 43,94 5,76 7,49 3,28 4,96 1,01 2,98 0,74 1,53

           

Min: 26,27 43,28 3,68 6,86 2,96 4,53 0,54 1,53 0,26 1,34

Max 27,35 44,37 6,06 8,51 3,75 7,22 1,22 3,20 1,08 2,18

           

Model I1M I2M I3M I4M I5M I6M I7M I8M I9M I10
M 

4,12 27,27 43 6,55 6,82 3,76 5,02 1,15 3,18 1,19 1,38
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FIGURE 4.21 SID values for shape invariants of incoming part at different orientations. 

Error is computed with respect to the invariants of model part. 

 

Considerations related with time are illustrated in Figure 4.22. Tracing time is 

around 1.0-1.5 seconds, whereas total processing time is around 2.5-3.0 seconds. Note that 

the difference between total time and tracing time –duration of processing that includes 

preprocessing and shape parameters computation- is almost constant, 1.5 seconds, as 

expected. 
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FIGURE 4.22 The time duration of our approach and whole processing.  
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4.2.3. Experiments on Industrial Object-1 with Directional Lighting  

 

FIGURE 4.23 Images of Part-2 taken at different orientations. The object was illuminated 

from one side. 
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In Figure 4.23, images of industrial part-1 taken at different orientations between 

zero and 360 degrees are shown. The industrial part is illuminated from one side. 

Experiments for different orientations of part-2 are held. Using compensated EFD 

parameters, shape invariants of the part are computed. In table 4.3, shape invariants upto 

five harmonics for different orientations of part-1 are illustrated. Each row, represents 

average values for five experiments at that orientation. 

 

TABLE 4.3 EFD shape invariants of Part1 computed upto fifth harmonics at different 

orientations with directional lighting. 

 

Orientation I1o I2o I3o  I4o I5o I6o I7o I8o I9o I10
o 

2,08 26,46 43,80 5,83 7,17 2,81 4,86 1,06 2,95 1,23 1,91

29,68 26,70 42,63 4,97 7,70 3,67 6,67 1,02 2,32 0,36 1,44

61,56 26,06 43,75 4,99 7,32 5,54 4,35 4,27 1,82 0,99 1,93

93,76 25,98 43,42 4,68 7,97 3,26 6,38 0,62 2,04 0,40 2,14

137,52 26,18 43,85 5,66 7,30 2,89 5,04 1,00 2,72 0,72 1,86

151,35 25,69 45,11 5,13 7,62 2,36 5,04 0,14 1,66 1,11 2,55

187,48 25,68 44,24 5,41 7,43 2,86 5,19 0,48 1,87 1,03 2,29

203,40 25,94 43,01 4,27 7,32 3,33 7,14 0,49 1,66 0,25 1,79

233,02 25,40 43,50 4,28 7,40 3,19 7,31 0,49 1,25 0,15 1,56

268,65 25,96 43,89 4,99 7,46 3,50 6,63 0,66 1,99 0,22 2,14

308,29 26,01 44,73 4,52 7,43 1,85 5,49 0,74 3,22 0,73 2,14

329,47 26,02 43,62 5,04 7,70 3,10 6,06 0,77 2,14 0,48 2,09

           

Min: 25,40 42,63 4,27 7,17 1,85 4,35 0,14 1,25 0,15 1,44

Max 26,70 45,11 5,83 7,97 5,54 7,31 4,27 3,22 1,23 2,55

           

Model I1M I2M I3M  I4M I5M I6M I7M I8M I9M I10
M 

1,2 26,39 43,73 6,31 7,03 2,85 4,47 1,36 3,11 1,48 1,65
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The part oriented at 1,2 degrees is assigned to be the model part. Error in shape 

invariants for the incoming parts at different orientations compared to that of model part 

are computed in three different ways. In Figure 4.24, maximum, minimum and average 

values of SID are displayed. SID values are less than one percent. 
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FIGURE 4.24 SID values for shape invariants of incoming part at different orientations. 

Error is computed with respect to the invariants of model part. 

 

The range of SID values varies between zero and one percent which indicates that 

there is no significant difference in shape invariants of objects at different orientations. 

This is because the outline of the object is very well constructed whatever the orientation. 

Note that as expected, average SID values get slightly larger for the directional lighting 

case. Moreover, the results indicate the flexibility of the approach under varying lighting 

conditions. Let us add that the system's performance degrades to some extent in cases 

where the illumination is changing in a discontinous manner.  

Considerations related with time are illustrated in Figure 4.25. Tracing time is 

around 1.0-1.5 seconds, whereas the total processing time is around 2.5-3.0 seconds. Note 

that the difference between total time and tracing time –duration of processing that 

includes pre-processing and shape parameters computation- is almost constant, 1.5 

seconds, as expected. Note that there is almost no difference in time performance of our 

approach on parts illuminated with good lighting conditions and directional lighting. 
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FIGURE 4.25 The time duration of our approach and whole processing experimented on 

different orientations of part-1 with directional lighting. 
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5. CONCLUSION AND FUTURE DIRECTIONS 

In this thesis, we present a mathematical framework for the generation of fixation 

points based on artificial potential functions. The heuristic algorithm in our earlier work, 

which selectively fixates on interesting parts of an incoming image and uses the attentional 

sequence thus gathered in a task-dependent manner - is formalized. Utilizing this 

formalism, a sequence of fixation points is generated which are then used to drive the 

camera actuators. The attentional sequence thus generated is used  in a top-down driven 

task - namely the tracing of an object's outline. 

This formalism tantamounted to a feedback based approach such as the tracing of 

salient parts of the objects. Formulation of the approach in a mathematical framework 

based on artificial potential functions allows the investigation of the provable correctness 

of the closed loop system. In this thesis, we have proved that the potential functions 

constructed admit non-degenerate local minima provided that related parameters are 

appropriately selected. In determination of the optimal values for the parameters related 

with these functions, the theoretical results presented are utilized. 

We implemented the presented mathematical framework within the visual system  

of the BUVIS- a visual inspection station developed within our laboratory. Selective 

perceptual processing thus achieved results in promising real-time behavior in visual 

inspection of manufactured parts. Whole visual data is processed only for preprocessing 

part of the visual processing and selected regions are only subjected to rest of the 

processing. Time considerations suggest that it is possible to realize a real-time system 

using the presented approach. We implemented our approach on Smarteye system which is 

designed around Texas Instruments DSP chip (TMS320C31PQL). The advances in 

microprocessors technology evolve in a speed hard to keep up with. Better time 

performance can be achieved with advanced microprocessors. Computationally intensive 

parts of the program are directly programmed in TI assembly language. The remaining 

parts are programmed in C and then cross-compiled to TI assembly code. Computational 

time can be further reduced if whole visual processing is programmed in assembly 

language. 

Modelling the selective visual processing of the system based on artificial potential 

functions increased the robustness of the system. We tested the performance of our system 
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with different illumination conditions. As well as the parts being illuminated from four 

sides, our system had good inspection performance on parts illuminated with directional 

lighting. Experimental results indicate the flexibility of the approach under varying lighting 

conditions.  

Our future work will be directed towards modelling all levels of processing 

associated with using attentional sequences since the type of processing during attention is 

determined by the task at hand  and is much more detailed in nature than that of the pre-

attentive stage. We will further integrate the notion of memory to deal with multiple 

objects with multiple parts. 
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