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Abstract

Recent explosion of genomic data have fueled the long-standing interest of analyzing genetic variations
to reconstruct the evolutionary history and ancestral structures of human populations that can provide
essential clues for various medical applications. Although genetic properties such as linkage disequilib-
rium (LD) and population structure are closely related under a common inheritance process involving
many different ancestral processes in the genetic history, the statistical methodologies developed so far
mostly deal with those structural inferences separately using specialized models that do not capture their
statistical and genetic relationships. Also, most of these approaches ignore the inherent uncertainty in
the genetic complexity of the data and rely on inflexible models resulting from restrictive assumptions.
These limitations may make it difficult to infer detailed and consistent structural information from rich
genotypic data.

The goal of this proposal is to develop new nonparametric Bayesian models for learning the ances-
tral genetic processes under a unified inheritance framework. Our preliminary results include efficient
models based on Dirichlet process for haplotype inference on multi-population data, and for the joint
analysis of population structure and recombination events. We plan to generalize these models further
to solve related problems in ancestral inference such as to recover local ancestries along chromosomes,
or to detect the signatures of selective sweeps on the chromosomes. Rigorous statistical analysis will be
performed as well as extensive validation on real large scaled data. The models would serve as valuable
tools for downstream analysis such as to find genetic basis of phenotypic traits.
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1 Introduction

Recent advances in biological assaying have led to an explosion of genomic data. These data pose challeng-
ing inference problems whose solutions could shed light on the evolutionary history of human population
and the genetic basis of various phenotypic traits such as disease propensities [7, 8]. While lots of statis-
tical models have been developed so far to uncover the mechanisms and properties of genetic processes
(e.g. [9, 1, 22, 40] for recombination block structure analysis, or [10, 21, 10, 18] for haplotype inference,
as will be described later), these approaches often rely on parametric models with restrictive assumptions,
and ignore inherent uncertainty in the genetic complexity of the data. Considering that lots of parameters
are needed to model the complex genetic system, if the underlying assumptions fail, these inflexible models
can lead to seriously unreasonable inference results. Moreover, those models mostly deal with the struc-
tural inferences of correlated genetic properties separately using specialized models that do not capture their
relationships.

Nonparametric Bayesian approaches can serve as a more flexible framework to address these issues.
The models under nonparametric Bayesian framework are data-oriented, so the adequate model complexity
is determined directly from data. Therefore, it generally provides very flexible models, without the need for
model selection on parameters, which are especially well-suited for this type of genomic data. Computa-
tional complexity might be an issue in using nonparametric Bayesian models for large scaled data as they
typically require higher computational costs than parametric models or frequentist approaches. However,
existing simple parametric models working relatively fast have not been enough for sufficient understanding
of genetic properties of interest, and the need for estimates with higher accuracy from rather complicated
models than fast solutions obtainable from simple models is ever increasing. Also successful approaches
have been appearing which present efficient algorithms for the newly developed nonparametric models, for
example, approximate variational inferences [4], or analogies of parametric inferences for nonparametric
models [36].

In this report, we propose to develop new methods for learning important ancestral processes in pop-
ulation genetics from genotypic data under a unified haplotype inheritance assumption. For realistic and
reasonable biological result, our model would approximate the well-known coalescence which can be made
possible under a nonparametric Bayesian framework. The models we develop would provide valuable in-
formation for downstream analysis such as phenotype association study. In the following sections, we first
review the basic statistical and biological backgrounds, and introduce the related problems and works as
well. We then describe preliminary works completed so far on applications in ancestral inference using
Dirichlet process based models. Finally, the future work will be explained which includes extensions of
current models to infer more generalized genetic properties.

2  Survey

This section consists of two major parts. We first introduce the necessary biological backgrounds, so an-
cestral genetic processes to be exploited in this work will be described. In the second part, we describe a
nonparametric Bayesian model called Dirichlet process (DP) and its extensions. This would constitute the
basic methodological component of the models which will be developed under this proposal.



2.1 Ancestral processes in population genetics

Modern individual chromosomes are typically believed to be the result of different but highly correlated
genetic processes, originated from a pool of ancestral individuals. Some of these genetic processes with
higher interest and importance will be introduced along with the necessary background concepts of popu-
lation genetics in the following. The related problems and previous approaches will be briefly reviewed as
well.

2.1.1 SNPs, haplotypes and genotypes

One of the most important kinds of genetic variations among individuals is a single nucleotide polymorphism
(SNP), which refers to the existence of two (or more) possible nucleotide bases from {A,C,G, T} at a
chromosomal locus in a population. SNPs form the largest class of individual differences in DNA and have
long been targeted for many biological and medical applications such as disease association study.

Contiguous sequences of multiple SNPs on a chromosome are often looked at together and these are
called haplotypes. The haplotypes have recently started to gain popularity as alternative basis for the as-
sociation study and other applications because of the richer information they contain about genetic history
and processes than that of just the set of independent single SNPs. Interestingly, diploids like humans have
two copies of each chromosome, one maternal copy and one paternal copy. These two haplotypes form a
genotype that represents unordered pairs of alleles from the haplotypes. That is, it does not carry information
about which allele is from which chromosome copy — its phase. Common biological methods for assaying
genotypes typically do not provide phase information for individuals with heterozygous genotypes at mul-
tiple loci. Although phase can be obtained at a considerably higher cost via molecular haplotyping [22], or
sometimes from analysis of trios [14], it is desirable to develop automatic and robust computational methods
for inferring haplotypes from the inexpensive genotype data.

A lot of effort has been devoted to the problem of haplotype inference for reconstructing the most
feasible haplotypes from genotypes of a study population. The PHASE [18, 32] program is one of the most
widely used softwares so far. It is based on Product of Approximate Conditionals (PAC) that approximates
the marginal probabilities of the current haplotypes in a population by assuming each individual haplotype
as the progeny of a randomly-chosen existing haplotype. Although this leads to relatively accurate estimate
of haplotype phases and has set the state-of-the-art benchmark in haplotype inference, it is not fast enough
to be applied to large scale data commonly available these days. Another software called fastPHASE [28]
greatly improves the speed, but at the expense of loss of accuracy. Other approaches have been proposed to
imporve the accuracy and the speed, e.g. [6, 19], but the problem still remains to be open.

2.1.2 Genetic diversities: mutation, recombination, migration, and natural selection

The genetic diversities contained in chromosomes of modern populations come from many different sources:
mutations, recombination, population migration, and so on. Mutation, the changes to the nucleotide when
genetic materials are inherited from one’s parents, is generally believed to be the major mechanism the
natural selection acts on so that advantageous heritable traits to an organism in survival and reproduction
become more and more common in a population over generations.

Recombination is the genetic process by which a strand of genetic material is broken and then joined
to a different strand during meiosis. It plays a key role in shaping the patterns of linkage disequilibrium
(LD)—the non-random association of alleles at different loci—which is one of the most important structural
forms contained in genome. When a recombination occurs between two loci, it tends to decouple the alleles



carried at those loci in its descendants and thus reduce LD; uneven occurrence of recombination events
along chromosomal regions during genetic history can lead to “block structures” in chromosomes such
that within each block only low level of diversities are present in a population. Several combinatorial and
statistical approaches have been developed for uncovering optimum block boundaries from SNP haplotypes
[9, 1, 22, 40], and these advances have important applications in genetic analysis of disease propensities
and other complex traits. Also the problem of inferring chromosomal recombination rates and hotspots is
essential for understanding the origin and characteristics of genome variations, where different approaches
have been tried to solve the problems [33, 12].

Population migration is another important source of diversities and structures stored in genomic se-
quences. Due to migration and admixing, the individual chromosome is typically decomposed of segments
from different ancestral populations. The related structures about how many ancestral populations have
formed the current one or which segments of chromosomes are from which ancestral populations can be
very useful in many applications such as to correct the confounding effect and to improve the power in as-
sociation study. A number of variants of statistical admixture models for genetic polymorphisms have been
proposed for the analysis of population structure [23, 27, 11]. While these models aim to provide ancestry
information for each individual and each locus, there is no explicit representation of “ancestors” as a real
chromosome haplotype and the inferred population structural map emphasizes revealing the contributions
of abstract population-specific ancestral proportion profiles, which does not directly reflect individual diver-
sity. Also the related genetic processes to form the current population structure are not reflected explicitly
in these models. Finer-scaled analysis under a more flexible framework would be still desired.

2.1.3 Coalescence

Under common genetic arguments, the ancestral relationships among a sample of individuals can be de-
scribed by a genealogical tree known as the coalescent [17]. It traces the sample sequences of a population
backward in time until a single ancestral sequence is met, known as the most recent common ancestor
(MRCA). Different assumptions can lead to different statistical properties in coalescent theory. The sim-
plest case can start from just assuming mutation as a single genetic process; consider two distinct sample
sequences who differ at a single nucleotide by mutation. By tracing the ancestry of these two individuals
backwards there will be time when the MRCA is encountered and then the two lineages will have coalesced
forming a tree. Extensions for more complex processes such as recombination, selection, and population
migration have been widely studied and their mathematical properties have been investigated rigorously.

However, the marginalization over all possible coalescent trees given sample sequences is widely known
to be intractable. Therefore, it is nontrivial to use the full coalescence in general ancestral inference. Ap-
proximation approach such as Product of Approximate Conditionals (PAC) [18] was proposed for the task
of haplotype inference and recombination rate estimation, but more general and principled schemes are sill
in need.

2.2 Nonparametric Bayesian models based on Dirichlet process

2.2.1 Dirichlet process and its mixture models

Dirichlet process is a non-parametric Bayesian model which defines a distribution over distributions. Roughly,
it can be viewed as an extension of the finite dimensional Dirichlet distribution to an infinite case. The for-
mal definition of Dirichlet process is as follows: a random probability measure Q on a measurable space
(@, B) is generated by a Dirichlet process DP(7, Qo) if for every measurable partition (By, ..., By) of the



sample space ®, the vector of random probabilities Q(B;) follows a finite dimensional Dirichlet distribu-
tion: (Q(B1),...,Q(Bk)) ~ Dir(7Qo(B1), ..., 7Qo(Bx)) where 7 > 0 denotes a scaling parameter and
Qo denotes a base measure defined on (®, B) [13].

Such a random probability measure is discrete with probability one and admits the following represen-
tation:

o0
Q) = Brds, (), (1)
k=1
where 04(-) denotes a point mass at ¢; the distinct-valued atoms ¢,k = 1,2,..., are independent and

identically distributed as (Jo; and their probabilities (i.e., weights) G, k = 1,2, ..., are defined by a “stick-

breaking” construction through the relationship: 8 = 3}, [1/=, (1 — 5/), where 3}, | 7 ~ Beta(1, 7) [29].
Samples from a DP tend to cluster around the distinct-valued atoms and this property is well reflected in

the constructive definition of DP based on the following Pélya urn scheme [3]. Having observed n samples

with values (&1, . . ., ¢, ) from DP(1, Qp), the conditional distribution of the value of the (n + 1)th sample
is given by:
“on T
k
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where ¢}, denotes unique values in the n samples drawn so far, K denotes the number of such unique values,
and ny, denotes the number of samples with value ¢;. This expression means that each new sample has
positive probability of being equal to an existing value in the drawn samples, and moreover, the probability
is proportional to ny, the number of samples already having the value, hence creating a clustering effect.

Dirichlet process is especially useful in mixture scenarios, where DP acts as a nonparametric prior on
parameters of the mixture model. Specifically, observations z; follow some random distribution F'(¢;)
where ¢; | @ ~ Q and Q is distributed according to a DP. This model is called a Dirichlet process mixture
model. Note that the number of mixture components under DP prior is random and determined directly from
data rather than being pre-specified. This allows the mixture model setting of unknown cardinality and gives
more flexibility to the model and the inference.

2.2.2 Hierarchical Dirichlet process

A hierarchical Dirichlet process (HDP) [34] is another nonparametric Bayesian model which serves as a
useful prior for data from multiple groups, especially when each group has unique characteristics which
can be captured by Dirichlet process, but multiple groups need to be tied together. Suppose each group is
associated with a probability measure Q; distributed as a Dirichlet process with a base measure ()y and a
scale parameter 7, that is, Q; | 7,Qo ~ DP(7, Qo). Under HDP prior, the shared base measure () across
groups is random and follows another Dirichlet process DP(vy, H). This hierarchical model allows the atoms
of random measures Q; to be shared across groups and induces a very useful mixture model where groups
can share mixture components while admitting each of those to have its own components. The following
conditional probabilities summarizes the HDP mixture model:

Ql|vH ~ DP(y,H)

Qj[7,Q ~ DP(1,Qo)

il Qi ~ Qj 3)
zji | ¢ji ~ F(gji)



where zj; denotes the i-th observation in group j, and ¢;; is the mixture component associated with the
observation ;.

This HDP model can be extended to multiple levels, that is, a tree can be constructed such that each
node is associated with a DP generating a base measure for its children and the atoms are shared across
descendants, which enables the sharing of clusters at multiple levels of resolution [34].

2.2.3 Infinite Hidden Markov model

A hidden Markov model (HMM) is a very well known statistical model which is especially useful in mod-
eling temporal patterns such as speech, handwriting, biological sequence data, and so on. It assumes the
observation x; fort = 1, ..., T depends on its hidden state ¢; where ¢; has Markov property. This means that
q¢ is conditionally independent of {q;_2, ..., g2, q1} given q;—1.

The HMM can be specified by a tuple A =< K, M, wg, 7, b > [25]. Here, IV is the number of possible
hidden states and M is the number of observations; 7 denotes the initial probabilities (mo; = P(qo = 1)
fori =1, ..., K); m = {m;;} represents the transition probabilities between hidden states (m;; = P(q; = j |
qi—1 = 1)); and finally b defines the emission probabilities for a hidden state to emit each the observation
variable (b;(k) = P(z¢ =k | ¢ = 1)).

Typical questions arising from HMM can be solved using standardized methods. For example, the prob-
ability of a given observation sequence z1xs...x can be efficiently computed using the so-called forward-
backward algorithm. Or the most probable path of hidden states given an observation sequence can be
obtained using a dynamic programming scheme called the Viterbi algorithm. More details of these algo-
rithms can be found in [25].

One caveat of this traditional hidden Markov model is that one needs to specify the number of hidden
states which is not trivial to determine in many cases. To overcome these limitations, non-parametric ex-
tension of HMM to infinite state space was first introduced in [2], where the description of the model was
based on two-level hierarchy of urns generating an infinite transition matrix. More recently, infinite hidden
Markov model could have been defined more formally with the aid of hierarchical Dirichlet process. Note
that both the columns and rows of the transition matrix are infinite dimensional under an infinitt HMM. For
each source state, the possible transitions to the target states can be modeled by a unique DP. Since all pos-
sible source states and target states are taken from the same infinite state space, overall an open set of DPs
with different mass distributions on the same support is needed to capture the fact that different source states
can have different transition probabilities to any target state. Therefore, the row-specific DPs are linked by
a common base measure of another Dirichlet process as in the case of HDP.

Beam sampling algorithm which combines slice sampling and dynamic programming scheme is one
good example of recent effort toward efficient inference algorithms for infinite HMM, which shows to be
more robust and to outperform the traditional Gibbs sampling [36]. Still much work needs to be done to
make this non-parametric model more practical for general use.

3 Proposed Work

Under this proposal, we will develop nonparametric Bayesian models for learning ancestral genetic pro-
cesses which can provide essential clues to downstream applications. We will have a unified inheritance
model which would serve as an approximate coalescence scheme on the assumption that the modern chro-
mosomes are inherited from an unknown number of ancestral chromosomes through certain ancestral events



that can be modeled as probabilistic processes. Ancestral events and concepts such as recombination, muta-
tion, natural selection, admixture and the resulting population structure will be exploited.

We have completed to build the framework of the inheritance model using Dirichlet process and its
extensions, which is described in Section 4.1. On top of that, two main application models have been
developed: a new model for haplotype inference from multi-population data which employs a hierarchical
Dirichlet process mixture (Section 4.2), and another new model using an infinite HMM for the joint analysis
of recombination event and population structure (Section 4.3).

In the future, we will expand our models to infer more generalized genetic processes related to natural
selection and admixture. So, we aim to estimate local ancestries along the chromosome in an admixed
population, and also to detect signatures of selective sweeps on chromosomes in a principled way, by the
new models (Section 5).

4 Completed Work

4.1 Dirichlet process based inheritance model

Having a realistic and efficient inheritance model that describes how ancestral materials are passed into
modern individuals is a crucial starting step in learning ancestral processes. We have presented a new statis-
tical haplotype inheritance model based on Dirichlet process which was originally introduced in [38]. The
model is exchangeable, unbounded, and also has interesting connection with the well-known coalescence as
described below.

Our model starts from the assumption that a haplotype population H is originated from an unknown
number of founders (ancestral chromosomes), which has gone through mutation. Then H can be naturally
modeled as a mixture model by considering modern chromosomes as mixtures of founder chromosomes.
Dirichlet process mixture model is especially well suited for this purpose as it allows the number and the
configuration of founder chromosomes to be unknown a priori and inferred from data. We associate a
mixture component with a founder haplotype (with its mutation rate), that is, ¢ = (a, #), and each sample
with an individual haplotype h. The founder can be mapped to an individual ¢ by an indicator variable c;
such that h; is inherited as a unit from an ancestor a.,. Then the following generative scheme is defined as
an inheritance model by a DP mixture with a scale parameter 7 and a base measure Qg [31]:



e Draw first haplotype:

a1,601 | DP(7,Qo0) ~ Qo(:), sample the 1st founder (and its mutation rate);

sample the 1st haplotype from an inheritance

ha ~ Pi(:la, 01), model defined on the 1st founder;

o for subsequent haplotypes:
— sample the founder indicator for the ith haplotype:

ne;

P(c; = ¢j for some j < i|ciy ..., ci1) = p

¢i| DP(7, Qo) N{

P(ec; #¢j forall j <iler,..,ci1) = i71—+7—

where n., is the occupancy number of founder a, .

— sample the founder of haplotype i:

ge.. 0. [DP(r, Qo){ ={ac,;,0c,}if ci =c; forsomej <i

~ Qola,0) if ¢; #c¢; forall j <i

— sample the haplotype according to its founder:

hi | ¢i ~ Pr(|ac,, ;).
e sample all genotypes (according to a mapping between haplotype index ¢ and

allele index ic):
i |hig, hiy ~ Py(-|hig, hiy ).

Here, Py (- | a,0) defines the inheritance model to generate an individual haplotype h from a founder a
with a mutation rate 6. Note that the index i, for e = 0, 1 represents the maternal and paternal copy of the
haplotype pair in each individual. We define our inheritance model to be a single-locus mutation model as
follows:

“)

9 H(ht#at)
Pulhnla ) = (1= 600 ()

Al -1

where I(-) is the indicator function and |.A| is the size of the allele space. This model corresponds to a star
genealogy resulting from infrequent mutations over a shared ancestor, and is widely used as an approxima-
tion to a full coalescent genealogy starting from the shared ancestor (e.g., [20]).

Given this inheritance model, and under a beta prior Beta(ay, 5,) for the mutation rate 6, it can
be shown that the marginal conditional distribution of a haplotype sample h = {h;, : e € {0,1},i €
{1,2,...,1}} takes the following form resulted from an integration of # in the joint conditional:

/ I,
ah+lk)P(ﬂh+lk)< 1 ) )

p(hla,c) = kl;[lR(ah,ﬂh) T(an+ B +1s + 1) A -1

where R(ap, Br) = % le = D i et Wit = agt)l(ci, = k) is the number of alleles which are
identical to the ancestral alleles, and I} = >, ,I(h;, # ag:)I(c;, = k) is the total number of mutated
alleles. -

Py(- | ho, h1) defines the genotype observation model under which the genotype allele is stochastically

determined by the paternal and maternal alleles with some random noise:

Py(glhiy 1. iy 1) = €= [y (1 = 9 [y (1 — )] 10#70) ©)



where h £ hi, t ® h;,  denotes the unordered pair of two actual SNP allele instances at locus ¢; “ £l 7
denotes set difference by exactly one element; “ #2 ” denotes set difference of both elements, and y; and
ft2 are appropriately defined normalizing constants. Again we place a beta prior Beta(ayg, 34) on £ for
smoothing.

To capture uncertainty over the scaling parameter 7, we use a vague inverse Gamma prior:

p(r7 ) ~G(1,1) = p(7) o< 7% exp(—1/7)). (7

In general, the probability density function of inverse Gamma distribution with shape parameter ¢ and scale
parameter k is given as follows:

K'Y 4 —K
Ty, K) = x e — .
p(x; L, k) Q) Xp(gc)
Under this prior, the posterior distribution of 7 depends only on the number of instances n, and the number
of components /, but not on how the samples are distributed among the components:

7™ =2 exp(1/7)T(7)

p(t|k,n) T(n+ 1) ) )

The distribution p(log(7)|k,n) is log-concave, so we may efficiently generate independent samples from
this distribution using adaptive rejection sampling [26].

Under the above model specifications, it is standard to derive the posterior distribution of each haplotype
h;, given all other haplotypes and all genotypes, and the posterior of any missing genotypes, by integrating
out parameters € or £ and resorting to the Bayes theorem, which enables collapsed Gibbs sampling step
where necessary.

As mentioned earlier, there is an interesting connection between our DP based haplotype model and the
coalescence. On a coalescent tree with n lineages under an infinitely-many-alleles (IMA) model with rate
7/2, a new haplotype is created with probability 7/(n — 1 + 7), and an existing haplotype is replicated with
probability (n — 1)/(n — 1+ 7) [15]. This is identical to the Pélya urn scheme described in Section 2.2.1
with a scaling parameter 7 and a uniform base distribution.

4.2 Application in haplotype inference from multi-population data

We have presented a new haplotype inference program, Haploi, by extending the DP-based haplotype model
described in Section 4.1 to more general cases of multi-populations [31]. Although the problem of haplo-
type inference has long been studied for its importance in many biological and medical applications, and
there has been many previous approaches [32, 18, 6, 19] which has shown to work well for a genetically
homogeneous population (e.g. a single ethnic group), few existing programs have explicitly leveraged the
individual population labels in haplotype inference while a lot of existing data come from genetically diverse
populations. Our model makes use of such information explicitly, and shows comparable and often superior
performance compared to the state-of-the-art programs.

4.2.1 Statistical Model

Haploi is developed from a new haplotype distribution model that is based on the hierarchical Dirichlet
process mixture. When there exist multi-population data, each sub-population can be modeled as a DP
mixture as described in Section 4.1. Instead of treating the sub-populations independently using unrelated



DP mixtures, these can be tied together by incorporating a hierarchical Dirichlet process as a prior. Then the
founders can be shared across different sub-populations as well as they are defined population-specifically.

Using the notation in Equation (3) and the formulation in Equation (2), a hierarchical Pélya urn scheme
for generating samples under HDP induces the following conditional probability for (¢, |¢—jm,) for m;
random draws @1, . . ., @jm,; from Q,;, where the subscript —jm; denotes the index set of all but the m;-th
sample in j-th population [37]:

K mg T T 7
Gimilosmy ~ 2 T S )+ T ()
k=1
K
= > oy (Dim;) + T s H(Sjm,) ©
k=1

where ny, denotes the number of samples under Qg drawn from the global measure F' and equal to ¢;;
myip+ Tn—nilk-k'y
Ty it
Tkl = ﬁn:’ﬁ The vector ©; = (71, o, .. .) gives the a priori conditional probability of a
new sample in group 7. As shown later, this formula will be useful for implementing a Gibbs sampler for
posterior inference under HDP mixtures.

The following summarizes the generative scheme for genotypes in multiple populations under HDP

mixture model:

m i, denotes the number of samples in the j-th group which are equal to ¢;; and W}k =

Qo(¢1, d2,...)|v, H ~ DP(~v, H), sample a DP of founders for all populations;

Q;(dj1, Pj2,---)|T,Qo ~ DP(7,Q0), sample the DP of founders for each population;

;i |Q; ~ Qj, sample the founder of haplotype i. in population j
R\ i, ~ Pul:|oi.), sample haplotype . in population j;
9| WD~ PR R, sample genotype i in population j,

where the first three steps describe the HDP scheme for sampling founder haplotypes, the fourth step corre-
sponds to the mixture formulism for the inheritance model, and the last step describes the noisy genotyping
model.

4.2.2 Inference

Given genotype data, the individual haplotypes can be inferred using collapsed Gibbs sampling along with
the founder haplotypes and other parameters of interest.
An efficient MCMC algorithm can be derived to sample from the posterior associated with HDP mix-

tures. Specifically, the variables of interest in our model include {CEZ ) }: the inheritance variables specifying

the origin of each haplotype, {aj}: the founding alleles at all loci of each ancestral haplotype, {hl(z )t}:
the alleles at all loci of individual haplotypes, v, and 7. All other variables in the model, e.g., the mutation
rate 6, are integrated out. The sampler alternates between three coupled stages. First, it samples the scaling
parameters «y and 7 of the DPs, following the predictive distribution given by Equation (8). Then, it samples
the c,fi s and ar¢’s given the current values of the hidden haplotypes and the scaling parameters according
to the following Equations (10) and (11), respectively.
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where m i represents the number of c(] ) that are equal to k, except ¢;” in group j, and mj k41 = 0;

lL‘j’ie] denotes the sufficient statistics assoc1ated with all haplotype instances originating from ancestor k,
except hii ) li.+ is the number of allelic instances originating from ancestor £ at locus ¢ across the groups
that are identical to the ancestor, when the ancestor has the pattern ay, ;. If £ was not represented previously,
we can just use zero values of [ ; which is equivalent to using the probability p(a!h” ))

Finally, given the current state of the ancestral pool, the ancestor assignment for each individual and the
observed genotypes, it samples the hii '+ Variables according to the following conditional distribution:

(h(J) —ie t],C q, g) Ocp(g;]t) hii),t7h;i)t7ufj_)ie7t]) (h(J>t‘ak't’ lg’)[ ze,t]) = (12)

F(ag +u)'(By + (v + u")) - I(ap + ll(c]’i HDT(Bn + lk/i t)

[a]™ [pa]™ X Ry
I(ag + By + 1) T(an + B + ) (A] — 1)

Ry

where k&' = ¢’ l,(f Z) t= l[(i )Z. gt ]I(héi ). = ag,), and ufj_ )i g are the set of sufficient statistics recording the

inconsisten01es between the haplotypes and genotypes in population j.

4.2.3 Experimental result

We compare Haploi (i.e. HDP) and benchmark algorithms of PHASE 2.1.1 [32, 33], fastPHASE [28],
MACH]1.0 [19], and Beagle 2.1.3 [6] applied in two modes on synthetic data. Two kinds of multi-population
data have been generated, the conserved data using mutation rate of § = 0.01, and the diverse data using
mutation rate of # = 0.05. Each dataset contains 100 individuals from five populations, and the simulation
was repeated 50 times. Given multi-population genotype data, to use DP or other extant methods, one can
either adopt mode-I: pool all populations together and jointly solve a single haplotype inference problem
that ignore the population label of each individual; or follow mode-II: apply the algorithm to each population
and solve multiple haplotype inference problems separately. Haploi takes a different approach, by making
explicit use of the population labels and jointly solving multiple coupled haplotype inference problems.
Note that when only a single population is concerned, or no population label is available, Haploi is still
applicable and is equivalent to a baseline DP with one more layer of DP hyper-prior over the base measure.
We compare the overall performance of Haploi on the whole data with other algorithms run in mode-I;
and also the accuracy of Haploi within each population with those of other methods run in mode-II. Since
fastPHASE can also take account of populations labels, we supplied the labels to fastPHASE in mode-I
experiments.
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Figure 1: A comparison of HDP with the baseline DP on the synthetic multi-population data. DP-II: DP run on each separate
population (mode-II). DP-I: DP run on a merged population (mode-I). The errors measured by site-discrepancies over 50 random

samples are presented for (a) conserved datasets ( = 0.01) and (b) diverse datasets (0 = 0.05).
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Figure 2: A comparison of HDP with other methods (fPh:fastPHASE, Ph:Phase, Ma:Mach, Be:Beagle) running in (a) mode-I, and
(b) mode-II, on synthetic multi-population data. Boxplots for the differences between the error rate of each algorithm and that of
HDP (i.e, err{qiqy — errupp) are presented.

We first test how much HDP can gain by the hierarchical structure on multiple populations compared to
the baseline DP. Figure 1 compares the result of HDP with the baseline-DP in mode-I (denoted by DP-I) and
that in mode-II (denoted by DP-II) on synthetic multiple populations. On both the conserved samples, which
are presumably easier to phase, and the diverse samples, which are more challenging, HDP significantly
outperformed DP in both modes (with p = 0.0336 against DP-II on the conserved samples, and p <
1.83 x 107% in all other comparisons, according to a paired ¢-test). In addition, as a baseline case, we applied
HDP to each single-population separately as DP in mode-II, assuming the scenario of a single population
or individuals without population labels. Again, HDP applied to all populations jointly outperformed this
baseline HDP significantly as the latter is deprived of the gain by information sharing. Moreover, this
baseline HDP also dominates DP in mode-II significantly, especially on diverse datasets (p < 0.0017). It
appears that the hierarchical structure of HDP which introduces a non-parametric hyper-prior over the base
measure of a DPM allows more flexibility in the model and gives better performance than a plain DPM with
fixed base measure.

Figure 2 shows boxplots for the differences between the error rate of each benchmark algorithm and
that of HDP (i.e., err(y4)y — errgpp). Note that the regions above the horizontal line y = 0 correspond
to the cases where HDP outperforms others. When other algorithms are run in mode-I (Fig 2 (a)), Haploi
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outperforms all of them significantly on both the conserved and diverse samples (p < 8.9 x 10~°). Haploi
remains competitive in comparison with other methods when the latter are run in mode-II, i.e., on each
population separately (Fig 2 (b)). On the conserved data, PHASE shows the best result, but the differences
between algorithms are not significant (p < 0.11). Whereas on the diverse data, Haploi outperforms other
algorithms significantly (p < 0.0043). Again, all significant scores were computed according to a paired
t-test.

A thorough sensitivity analysis with respect to the hyper-parameters in our model is detailed in Table
1. The proposed HDP model has two scale parameters, v and 7, for the upper and lower level DP, which
are under inverse Gamma priors. To see the sensitivity of the K and 6 estimations under different priors,
we applied various values of hyper parameters ¢ and « (the same for both v and 7) on a synthetic dataset.
Columns 4 — 9 in Table 1 show the number of recovered founders within each sub-population (the correct
number is 5 for each), and the total number of distinct founders over all the populations. Overall, over a wide
range of values for the hyper-parameters, Haploi gives low-bias and low-variance estimation of the number
of founders of each sub-population as well as the total number of distinct founders. In columns 10-11, we
show the inferred mutation rate and the haplotyping error. Even when incorrect numbers of founders are
recovered, the actual haplotyping errors are not significantly affected, which shows the robustness of the
proposed approach for haplotype recovering application.

Next, we compare the haplotype error of Haploi and benchmark algorithms on real multi-population
data with varying data size. Four population data from real HapMap project DB have been used, and the
test was done on randomly selected 100 sets of 6-SNPs segment from chromosome 21. The evaluation is
done only on two populations of CEPH and Yoruba due to the limited availability of ground truth. For
inference, three population-composition scenarios are considered; FourPops: all the four populations are
merged together and used for inference (with or without population labels depending on the software’s
adaptability). TwoPops: only the two populations of CEPH and Yoruba are used together for inference.
OnePop: inference is done for CEPH and Yoruba separately. For each of the three population-composition
scenarios, we applied all methods to different population sizes, i.e., 60, 30, 20, and 10 individuals per
population, to examine the effect of population size on phasing accuracy. Figure 3 summarizes the result
which shows that Haploi improves significantly as more populations are added in the inference while other
benchmark algorithms do not show such tendency. Also the performance gain through information sharing
enabled by HDP tends to be greater when the population sizes decrease, suggesting that HDP is especially
advantageous for the data scarcity situation. Comparing the results from the most preferred scenarios of each
algorithm, Haploi and PHASE work equally well when all the available data were used (i.e. #individuals
per pop=60), and Haploi starts to surpass others more substantially when the population size decreases.

Partition-Ligation scheme for long sequences As for most haplotype inference models proposed in the
literature, the state space of the proposed HDP mixture model scales exponentially with the length of the
genotype sequence, and therefore it cannot be directly applied to genotype data containing hundreds or
thousands of SNPs. To deal with haplotypes with a large number of linked SNPs, [21] proposed a divide-and-
conquer heuristic known as Partition-Ligation (PL), which was adopted by a number of haplotype inference
algorithms including PL-EM [24], PHASE [32, 18], and CHB [41]. We equipped Haploi with a variant of
the PL heuristic for haplotype inference of multiple population genotype data over long SNPs sequences. We
omit the technical details here, and more description can be found in [31]. We tested Haploi with PL scheme
on 10 ENCODE regions from the HapMap DB, each spanning roughly 500 Kb and containing from 254 to
972 common SNPs across all four populations. We performed haplotype inference under three different
population-composition scenarios as before, but due to the extremely high cost in computational time in
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Table 1: A sensitivity analysis to the hyper-parameters of HDP on a synthetic dataset. Result with different hyper-parameters ¢ and
k for inverse Gamma prior is shown. The number of founders for each population (K;) and the total number of ancestors across all
the populations are shown in columns 4-9. The estimated mutation rate § and the haplotyping errors (errs) are also shown through
columns 10 — 11. The sensitivity of § estimate to the hyper prior is examined over a wide range of both different magnitudes (0.1
to 1000) and ratios (0.0001 to 10000) of ¢ and .

K 2 k/t K1 Ko Kz K4 Ks total K(17) 6(0.005) errs
0.1 0.1 I 50 50 50 50 5.0 17.8 0.005 0.0058
0.5 02 50 50 50 50 5.0 17.5 0.004 0.0116
1 01 50 50 50 50 5.0 18.0 0.004 0.0000
10 001 50 50 50 50 5.0 18.0 0.004 0.0087
100 0001 50 40 50 50 40 16.0 0.007 0.0029
1000 0.0001 50 50 50 50 4.0 17.0 0.004 0.0029
0.5 0.1 5 50 51 50 50 5.0 18.1 0.004 0.0087
0.5 I 50 41 50 50 5.0 17.1 0.007 0.0029
1 05 50 50 50 50 5.0 18.0 0.004 0.0029
10 005 50 50 50 50 5.0 18.0 0.004 0.0145
100 0005 50 50 50 50 40 17.0 0.004 0.0029
1000 0.0005 50 50 50 50 40 17.0 0.005 0.0087
1 0.1 10 50 50 50 6.0 5.0 18.0 0.006 0.0116
0.5 2 50 50 50 50 5.0 18.0 0.004 0.0058
1 I 50 50 50 50 5.0 18.0 0.004 0.0087
10 01 50 50 50 50 5.0 18.0 0.004 0.0029
100 001 50 40 50 50 40 16.0 0.007 0.0087
1000 0.001 50 49 50 50 40 16.9 0.005 0.0087
10 0.1 100 50 50 50 53 5.0 17.1 0.004 0.0000
0.5 20 50 50 50 50 5.0 18.0 0.004 0.0087
1 10 50 50 50 50 5.0 18.1 0.004 0.0029
10 1 50 50 50 50 5.0 18.0 0.004 0.0000
100 01 50 40 50 50 5.0 17.0 0.007 0.0058
1000 001 50 50 50 50 40 17.0 0.004 0.0087
100 0.1 1000 58 55 56 6.1 6.0 18.2 0.010 0.0116
0.5 200 52 52 52 58 55 18.4 0.008 0.0116
1 100 51 62 54 55 52 17.3 0.006 0.0087
10 10 50 50 51 50 5.1 18.1 0.005 0.0029
100 1 50 50 50 50 5.0 18.0 0.004 0.0000
1000 01 50 50 50 50 40 17.0 0.004 0.0000
1000 0.1 10000 68 63 85 60 103 25.6 0.003 0.0087
0.5 2000 7.1 70 74 6.6 8.5 24.5 0.006 0.0116
1 1000 64 65 77 64 8.4 22.8 0.005 0.0145
10 100 53 65 63 58 7.0 17.8 0.010 0.0260
100 10 51 51 50 50 5.1 18.1 0.005 0.0087
1000 1 50 50 50 50 5.0 18.0 0.004 0.0029
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Figure 3: A comparison of haplotyping error on CEPH+Yoruba population over randomly chosen 100 sets of 6-SNP segments from
Chromosome 21 [31] . The results were obtained under three population-composition scenarios: (i) FourPops: when data from
all the four populations were used (blue) for inference; (ii) TwoPops: when data from CEPH and Yoruba populations were used
together (green); (iii) OnePop: when each of CEPH and Yoruba population was used separately (gray). Different sample sizes, with
60, 30, 20, and 10 individuals per each population, were used.

these experiments, we only worked on the full-size data sets. Figure 4 shows a comparison of haplotype
reconstruction quality. Out of the 30 experiments we performed (10 regions and three scenarios), the PHASE
program failed to yield results in 5 experiments after a 31-day runtime, so we omit the corresponding results
in our summary figure.

The conclusion from Figure 4 is less clear than the ones from experiments on short SNP sequences.
Overall, Beagle dominates all the algorithms with a small margin, PHASE also shows comparable result to
Beagle when converged, but all the other algorithms work comparably in most cases across different datasets
and different scenarios. In terms of computational cost, Beagle was the fastest, it took less than a minute for
each task; fastPHASE and MACH mostly took less than 1 hour for each task, Haploi took from 1-10 hours,
depending on the length of the sequence; whereas PHASE took one to two orders of magnitude longer, and
was indeed impractical for phasing very long sequence.

In summary, our result shows that Haploi is competent and robust for phasing long SNP sequences from
diverse genetic origins at reasonable time cost, even though it has not yet employed any sophisticated way
for processing long sequences, such as the recombination process. Since Haploi appeared to outperform
other methods over short SNPs, we believe that the competence of Haploi on long SNPs is due to a better
inference power endowed by the HDP model for multi-population haplotypes; and we expect that an upgrade
that incorporates explicit recombination models in conjunction with HDP for long SNPs are likely to lead
to more accurate haplotype reconstructions.
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Figure 4: Performance on the full sequences of the selected ten ENCODE regions. (a) Error rates under four population scenario
(b) Under the two-population scenario. (c) Under the one population scenario. For cases of which the program does not converge
(NC) within a tolerable duration (i.e., 800 hours), we cap the bar with a “~” to indicate that the results are not available (NA).

4.3 Application in population structure and recombination analysis

The linkage disequilibrium (LD) pattern and population structure are closely related under a common in-
heritance process, but the statistical methods developed so far mostly deal with these genetic properties
separately. We presented a new model-based approach to address these issues through joint inference of
population structure and recombination events under a nonparametric Bayesian framework [30, 39]

4.3.1 Statistical Model

The model is based on the same basic assumption described in Section 4.1, but recombination is now added
in the inheritance process in addition to mutation. Thus, modern chromosomes are assumed to be formed
from ancestral chromosomes via biased random recombination and mutation. If the number of founders is
known and can be fixed, sequential selection of recombination targets from a set of founder chromosomes
can be modeled as a hidden Markov process, where the hidden states correspond to the founders, the tran-
sition probabilities correspond to the recombination rates between the recombining chromosome pairs, and
the emission model corresponds to a mutation process that passes the chosen chromosome in the ancestors
to the descendants. As first proposed in [2] and later discussed in [34], one can “open” the state space of
an HMM by treating the now infinite number of discrete states of the HMM as the support of a DP, and the
transition probabilities to these states from some source as the masses associated with these states. We call
this a hidden Markov Dirichlet process model for inheritance under recombination and mutation. Hence,
this model extends the traditional hidden Markov model to an infinite ancestral space. In addition, it is
an extension of the DP-based haplotype model such that the association of an individual haplotype with
the founder can now change along the chromosome positions due to the possible ancestral recombination,
which serves as more realistic inheritance model for dealing with long chromosome sequences.

As discussed in [38], associating each hidden state k£ with an ancestor configuration ¢, = {ay, 0}
whose values are drawn from the top level base measure H = Beta(6)p(a), conditioning on the Dirich-
let process DP(~y, H) which stochastically determines a common base measure for row-specific DPs, the
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samples from the j-th DP (i.e. transitions from source state j) are distributed as follows:

K

o~y s () H (o,
Dms | @, ; mj—1+7 5 (9m;) mj—1+7n—1+7y (9m,)
K
= Z T k0e; (Om;) + ) k41 H (b, ), 13)
k=1
here 7 s =~ 1 N h n infinite-dimensional Bayesian
where mj = T MK+l = 5 Tigy poigy e NOW we have a e-dimensional Bayesia
HMM that follows an initial distribution parameterized by 7, and transition matrix II whose rows are
defined by {m; : j > 0} where 7w; = [mj1,7j2,...], given H,v,7, and all initial states and transitions
sampled so far.
Based on this HMDP model, for each modern chromosome i, let¢; = [¢; 1, . -, c@T] denote the sequence

of inheritance variables specifying the index of the ancestral chromosome at each SNP locus. When no
recombination takes place during the inheritance process that produces haplotype h; (say, from ancestor k),
then ¢;; = k,Vt. When a recombination occurs, say, between loci ¢ and t + 1, we have ¢;; # ¢;¢4+1. We
can introduce a Poisson point process to control the duration of non-recombinant inheritance. That is, given
that ¢; ; = k, then with probability e~ 4 (1 — e~ )mp, where d is the physical distance between two loci,
r reflects the rate of recombination per unit distance, and 7, is the self-transition probability of ancestor
k defined by HMDP, we have ¢; ;11 = c; +; otherwise, the source state (i.e., ancestor chromosome k) pairs
with a target state (e.g., ancestor chromosome k') between loci ¢ and ¢ + 1, with probability (1 — e~ ).
Hence, each haplotype h; is a mosaic of segments of multiple ancestral chromosomes from the ancestral
pool {ay.}32 . Essentially, the model we described so far is a time-inhomogeneous infinitt HMM. When
the physical distance information between loci is not available, we can simply set r to be infinity so that we
are back to a standard stationary HMDP model.

The emission process of the HMDP corresponds to an inheritance model from an ancestor to the match-
ing descendent. We adopt the single-locus mutation model introduced in Section 4.1.

4.3.2 Inference

We briefly describe a Gibbs sampling algorithm for posterior inference under HMDP. The variables of
interest in our model include {¢; ; }, the inheritance variables specifying the origins of SNP alleles of all loci
on each haplotype, and {a .}, the founding alleles at all loci of each ancestral haplotype. Here, we assume
that individual haplotypes as well as genotypes are already known for simplicity, but the model can be easily
extended to unknown haplotypes as in the application for haplotype inference.

The Gibbs sampler alternates between two stages. First it samples the inheritance variables {c, , }, condi-
tioning on all given individual haplotypes h = {h1, ..., hoy} and the most recently sampled configuration
of the ancestor pool a = {aj,...,ax}; then given h and current values of the ¢;;’s, it samples every
ancestor ay,.

To improve the mixing rate, we sample the inheritance variables one block at a time. That is, every
time, we sample  consecutive states ¢, 4, . .., C,ys Starting at a randomly chosen locus ¢ + 1 along a hap-
lotype. (For simplicity we omit the haplotype index ¢ here and in the forthcoming expositions when it is
clear from context that the statements or formulas apply to all individual haplotypes.) Let ¢~ denote the set
of previously sampled inheritance variables. Let n and m denote the sufficient statistics for the transitions
between ancestors in HMDP Pélya urn scheme. And let 1 denote the sufficient statistics associated with
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all haplotype instances originated from ancestor k. The predictive distribution of a §-block of inheritance
variables can be written as:

t+9 t+9
P(Ciirass l7 hya) o [[ Ple;iale, mom) T P(hjlac,,1e;) (14)
j=t j=t+1

This expression is simply Bayes’ theorem with H;i‘i 41 p(hj|acj »1e;) playing the role of the likelihood
and p(c,41.445 |7, h,a) playing the role of the posterior. If we assume that the recombination rate is low
and block length is not too big, then the probability of having two or more recombination events within a
d-block is very small and thus can be ignored. This approximation reduces the sampling space of the §-block
to O(|Al9), i.e., | A| possible recombination targets times ¢ possible recombination locations. Accordingly,
Equation (14) reduces to:

p(Ciirers | €, hya)

~ p(at most one recombination in[t, ¢ + 6] |c~, h, a)

X p(ct/ ‘ct,—l = ct? m7 n)p<ct+§+1 |ct+5 = Ct/7 m? n) X
t+6

H p(hj ‘actl,ﬁ lct/)

j=t"

for some t' € [t + 1,¢ + 4]. Recall that in an HMDP model for recombination, given that the total recom-
bination probability between two loci d-units apart is A = 1 — e~% = dr (assuming d and r are both very
small), the transition probability from state k to state k' is:

p(ct’ = k/ |Ct’71 = kv m,n,r, d)
AT + (1 = N)d(k, k)
for k' € {1, ..., K}, i.e., transition to an existing ancestor,

ATk, K +1
for k¥’ = K + 1, i.e., transition to a new ancestor,

where 7, . represents the transition probability vector for ancestor k£ under HMDP. Putting everything to-
gether, we have the proposal distribution for a block of inheritance variables.
To sample the ancestors {ay, + }, we can derive the posterior distribution similar to Equation (11).

4.3.3 Experimental results

Spectrum, an efficient implementation of our new model has been validated on simulated data and applied
also to real SNP datasets of ENmO010 region on chromosome 7 in HapMap DB. While the algorithm was
run with all the populations together, according to the implications about the distinct genetic structure re-
flected in the ancestral map (Figure 6), we estimated the empirical recombination rates separately for each
population (i.e., CEPH, YRI and HCB+JPT) by using the posterior samples belonging to each population
only.

Figure 5 shows the recombination rate estimates and the detected recombination hotspots, together with
the corresponding LD-measurement. While each recombination pattern largely agrees with the given LD
patterns, noticeably different patterns of recombination hotspots of the three groups are observed, which
may reflect different recombination histories of the ancestors of these populations and the need for the
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Figure 5: For each population of HapMap data, the LD measure with the estimated recombination rates along the chromosomal
position are shown together with the detected recombination hotspots [30]. The last column shows the result on the mixed four
populations from both Spectrum and LDhat 2.0.
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Figure 6: Inferred population structure of HapMap four population data from Spectrum, and Structure 2.1 with different pre-
specified numbers of population K [30].

population-based recombination analysis. For comparison, the result on the mixed populations are also
shown together for Spectrum and LDhat 2.0 [12] in the last column of Figure 5. Overall, it performs well
relative to LDhat 2.0 in estimating the recombination rates and hotspots.

More interestingly, Spectrum generates an ancestral spectrum for representing population structures
which not only displays sub-population structure but also reveals the genetic diversity of each individual.
Note that Spectrum uncovers the genetic origins of all loci of each individual haplotype in a population from
Gibbs samples of the inheritance variables {c;;}. We define an empirical ancestor composition vector 1,
for each individual, which records the fractions of every ancestor in all the ¢; ;’s of that individual. Figure 6
displays an ancestral spectrum constructed from the 7.’s of all individuals. In this spectrum, each individual
is represented by a vertical line which is partitioned into colored segments in proportion to the ancestral
fraction recorded by 7. It offers an alternative view of the population structures to that offered by Structure
2.1 [23, 11], which ignores chromosome-level mutation and recombination with respect to founders.
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5 Future work

5.1 Inference of local ancestry in admixed populations

We propose to develop a new statistical method for inferring local ancestry along the individual chromo-
somes in recently admixed populations. Through migration, human has been forming admixed populations,
e.g. African American or Latino American which can be thought of as admixture of ancestral populations of
Europeans, Africans, native Americans. Interestingly, many phenotypes such as disease susceptibility show
great difference across populations depending on which ancestral populations have formed the admixed one
on particular genetic loci, reflecting the influence of natural selective forces. Hence, local ancestry informa-
tion if available would give essential clues for finding selective sweeps on chromosomes and also for which
loci are associated with which phenotypes.

Most previous work has focused on models assuming low marker density so that each locus can be
considered independently. Moreover, those methods have often relied on allele frequencies at each locus, not
on the real haplotypes, and this makes it difficult for the resulting likelihood models to reflect the underlying
ancestral genetic processes properly. This means that those approaches can only reveal limited view for
local ancestry with low resolution coming from less realistic assumptions. We intend to develop more
biologically realistic and statistically sound model. The model would assume high density SNP markers
and hence LD between markers, and also incorporate the necessary genetic processes starting from founder
haplotypes to the observed modern haplotypes as defined in our previous works. For instance, each ancestral
population can be characterized by a unique HMDP model, while different ancestral populations can share
their founders and the recombining patterns. Chromosomes in the admixed population then can be analyzed
in reference to these ancestral populations.

Computational complexity is one of the major challenges, so efficient inference algorithms for nonpara-
metric Bayesian models will be exploited rigorously, for example, beam sampling algorithm developed for
an infinite HMM [36].

Validation on synthetic data will be necessary because ground truth data for local ancestry is not avail-
able in practice. For realistic simulation, real multi-population data from HapMap project will be used as
ancestral populations, and the admixed population then can be generated from those ancestral populations
under various demographic scenarios, especially under which existing methods have difficulty in accurate
estimates. These would include the case of more than two populations mixing at different times or admix-
ing of very close populations such as Japanese and Chinese. In addition to this simulation study, there are
real admixed population data publicly available, so those will be also analyzed for biologically interesting
findings.

5.2 A new model for detecting recent selective sweeps

Signatures of selective sweeps that provide valuable clues for association study have been mostly analyzed
so far by using some summary statistics often defined heuristically [35]. For example, the typical approaches
often search for certain patterns in the genomic sequences such as a low haplotype frequency or a skewed site
frequency. However, it is not obvious to score which summary statistics is better, and moreover, structural
information contained in the genome is often ignored in the search. A new approach using a composite-
likelihood of the allele frequencies spectrum [S5] has shown significant improvement over existing methods,
but it is rather sensitive to demographic effects because of a simple demographic model assumption. More
recently, model-based approaches have been appearing, for instance, [16] employed a hidden Markov model
to detect the selective sweeps based on allele frequency spectrum as observations. While these methods
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show superior and more reliable performance on the study case, those models are still preliminary in a sense
as they are often based on a very simple demographic scenario with little consideration about underlying
genetic history. More realistic models need to be developed further to provide reliable results for downstream
analysis.

We propose to develop a new model-based approach for detecting selective sweeps and apply it to real
data such as Arabidopsis data from University of Chicago group. The Bayesian and biological framework
we have developed so far will be adapted for this purpose so that the inheritance processes are modeled
by treating founder chromosomes as mixture components and by employing necessary genetic processes as
probabilistic processes for generating observations. For example, we may assume the alleles are determined
by some hidden states (e.g. sweep and neutral) and then a different haplotype inheritance model can be
used to generate the individual allele at a specific site depending on the hidden state where sweep sites
follow more skewed founder distribution. This new approach is expected to be more robust to different
demographic history by utilizing correlation structure in chromosome more systematically and also easily
adaptable to more complicated population scenarios.

5.3 Software Release

All the softwares developed and to be developed will be publicly available on a project website. All the
related information will be maintained together including source codes, examples, references and related
documents.

5.4 Timeline

The approximate timeline for the remaining thesis work is as follows.

’ Activity Months | Start date
(Side-project on time-varying network) 2 September 2009
Model development for future work 1 1
Implementation, experiments and paper submission for future work 1 | 3
Model development for future work 2 1.5 March 2010
Implementation, experiments and paper submission for future work 2 | 3.5
Future work 3 1 August 2010
Thesis writing 4 September 2010
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