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Abstract

Question answering (QA) is a highly complex task
that brings together classification, clustering, re-
trieval, and extraction. Question answering sys-
tems include various statistical and rule-based com-
ponents that combine and form multiple strategies
for finding answers. However, in real-life scenarios
efficiency constraints make it infeasible to simul-
taneously use all available strategies in a QA sys-
tem. To address this issue, we present an approach
for carefully selecting answering strategies that are
likely to benefit individual questions, without sig-
nificantly reducing performance. We evaluate the
impact of strategy selection on question answer-
ing performance at several important QA stages:
document retrieval, answer extraction, and answer
merging. We present strategy selection experiments
using a statistical question answering system, and
we show significant efficiency improvements. By
selectingl0% of the available answering strategies,
we obtained similar performance when compared
to using all of the strategies combined.

Introduction and Related Work

system. In this paper we investigate the benefits of a prin-
cipled strategy selection method when applied to the main
components of a QA system: document retrieval, answer ex-
traction, and answer merging (i.e. overall QA performance)
We present experiments which show that by carefully select-
ing less thanl0% of the available answering strategies, no
significant performance degradation is observed. Moreover
we integrate a cluster-based confidence scoring method with
an answer merging component and observe significant ques-
tion answering performance improvements.

Experiments[Collins-Thompsonret al, 2004 using the
CMU Javelin[Nyberget al, 2003 and Waterloo’s MultiText
[Clarke et al, 2004 question answering systems corrobo-
rate the expected correlation between improved document re
trieval performance and QA accuracy across systems. Result
suggest that retrieval methods adapted for question airgyver
which include question analysis performed better than@a-h
IR methods, supporting previous findindgonz, 2003.

Several practical approaches have been developed to deal
with the complexity of the question answering process. The
SMU systen{Harabagitet al., 2004 and later the LCC sys-
tem[Moldovanet al, 2007 incorporate feedback loops be-
tween components of their question answering system. The
CMU system treats the QA process as planning problem,
formalizing the notion of feedback. Several other QA sys-

In the past few years, an increasing number of questiofeMs using statistical compone@hu-Carrollet al, 2003;
answering systems have started employing multi-strateg)lyberget al, 2003; Lita and Carbonell, 2094ntroduced
approaches that attempt to complement one another Whéﬁultlple_answerlng strategies th_at can be used simultahgou
Searching for answers to questions_ These approaches (ﬁnd t_hen' results can be Comblned._ Furthermore, when an-
ten include multiple question classifications, severaleeal ~ SWering complex questionfiarabagiu and Lacatusu, 2404
approaches, multiple answer extractors, and differera da@rgue for a multi-strategy approach for question processin
sources. Question answering performance is often present€Xtraction, and selection.
within the context of official evaluations where systems are The strategy selection problem is closely related to active
processing batches of questions with no time constraintdearning, which explores the trade-off between perforneanc
However, in real-life scenarios, only a limited number of and cost. While active learning algorithms suggest data for
these strategies (component combinations, parameter sé&beling by minimizing the expected errtiRoy and McCal-
tings, etc) can be fully explored. In these cases, the traddum, 2001, in the problem of strategy selection, the goal is to
off between performance and problem complexity (and infeduce QA complexity by limiting the number of answering
directly response time) require careful selection of amswge ~ Strategies while not increasing the error of the QA process.
strategies such that performance is optimized accordirgrto
alistic constraints.

We present amnswering strateggelection approach that
directly addresses the performance-complexity tradexsadf  Most question answering systems are implemented as a
we apply it to a statistical, instance-based question arisgve  pipeline where different stages successively process. data

2 Answering Strategies



However, for each stage in the QA pipeline there is a variinto account the answer type, disregarding question strect
ety of methods that can be employed. Each method typicallpr domain knowledge.
has different parameters, needs different resources, ayd m An approach that is similar to using ontologies is ques-
produce answers with different confidences, which may notion clustering[Lita and Carbonell, 20d4in which training
be comparable across methods. We will refer to a completquestions are clustered according to different similaritte-
combination of components at each stage in the pipeline asa such as shared number of n-grams (contiguous sequences
an answering strategy. In most of today's QA systems, amf words), semantic similarity, and same answer type. Com-
answering strategy consists of the following components:  pared to fixed ontologies, this approach is adaptive toitrgin
1. question analysis— produces an expected answer type,data, is language and domain independent, and allows over-
extracts question keywords, and analyzes the questiof2pping types (clusters) that do not have a hierarchical rel
Part of speech tagging, parsing, semantic analysis andonship. Figure 1 shows the relationship between an ontol-
additional processing are often used in question analysi€©gy and clustering as it is used in question analysis (stage 1
2. retrieval — specifies what query types and what queryof @ QA process. If clustering is performed at different gran
content yield high expected performance. Very oftenularities, each cluster corresponds to an ontology nodes,Th
QA systems pre-specify the query type and additionaindividual answering strategies are built for differentsters,
content according to the question and answer types iderfather than different ontology nodes. _
tified earlier in the strategy. This clustering approaéhallows each component in an
3. answer extraction — specifies how answers are identi- 2nSWering strategy to be learned only from i) training ques-
fied from relevant documents. Answer extraction meth-tions and i) their known correctanswers. Therefore sgiag
ods range from rule and pattern-based extractors to hig@re learned for individual clusters, using correspondimgsy
den markov models (HMM), maximum entropy, and tions as training data. The retrieval component learns fvhic

support vector machine-based extractors. queries and query types have high performance when run on
in-cluster training questions. The answer extraction com-
Stage Strategy S Strategy Sp ponent is trained on correct answers for all in-cluster gues
1) answer type| temporal year tions. Finally, the answer merging component consides clu
2) queries when mozart digl mozart die biography  ter statistics, retrieval performance, extraction perfance
mozart died death and merges answer sets produced by answering strategies.
3) extraction rule-based AMM If there is sufficient data for learning (i.e. sufficient num-

ber of questions), the more clusters of training questions a
Table 1: Answering strategies s and Si use different answer QA System generates, the more answering strategies will be
types, different queries, and extraction methods. appll_ed to new questions. However, while QA_Performe\nce

may increase with additional answering strategies, saéll

When applied to a new question, an answering strategVOise (e.g. from irrelevqnt clusters) anq the time it takes.t
processes the question text, retrieves documents andtextraactually run the strategies. Our goal is to allow the exis-
a set of possible answers. In the case when multiple stratéence of multiple cluster-based strategies, but only selset
gies are simultaneously applied to a new questiomreswer of clusters associated to the strategies most likely to tead
merging component is employed to combine answers andligh performance. For document retrieval, high perforneanc
confidences into a final answer set. Table 1 shows two simtranslates into high recall of relevant documents. For answ
plistic strategies for the question “When did Mozart digd’. ~ €xtraction high performance corresponds to a large number
realistic scenarios the question analysis component pesdu  Of correct answers being extracted.
more information than just an expected answer type, several Queries learned by different strategies often lead to sdme o
queries are generated according to pre-specified types, afige same relevant documents — e.g. the quetfesfirst aria

various processing is performed before answer extraction. composed Mozafys. “aria Mozart' may lead to an overlap
in their retrieved document sets. If a strategy alreadydead

2.1 Cluster-Based Strategies to the retrieval of a document;, subsequent strategies will

As the first stage in answering strategies, most question arilot benefit if they retrieve; again. Therefore, each strategy
swering systems employ question ontologies. These orSelection depends on thel previously selected strategies
tologies combine expected answer types (date, locatign etc

and question typesbirthday(X) nickname(X) construc- 3 EXperiments & Results

tion_date(X)etc). Consider again the question "When did g oyr experiments we have chosen to use a statistical ques-
Mozart die?”. Depending on the desired answer type grangon answering system for several reasons. Statistical QA
ularity, this question can be classified a@mporalquestion,  gystems are usually faster to implement than rule-based sys
a temporal::yearquestion, or more specifically astempo-  omg they require less knowledge resources and limited man
ral::year::deathyearquestion. Each classification may lead input, and their results are easier to replicate on siahd

to an entirely different answering strategy. Existing 8ys$  jaasets. In this paper we have implemented an instance-

consider answer types ranging from simple answer type sefgaseq question answering (IBQA) systdhita and Car-
and QA specific ontologies to semantic networks such as

WordNet which provide better coverage and more specificity.  for more details about this data-driven framework, refethio
However, these ontologies are very restrictive and onlg tak[Lita and Carbonell, 2044ublication
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Figure 1: (a) Classification according to a question ontology verdasstfication according to a set of clusters in the trainiatadb)
Answering a new question using multiple strategies leafn@u training questions in each cluster (or ontology nod&je answer sets
produced by individual cluster-based strategy are meng®da single ranked answer set.

bonell, 2004. The question analysis component relies onbe able to extract multiple instances of a correct answer and
clustering training questions at different levels of grianu  at the same time assign them higher confidence scores com-
ity and then classifying new questions into these clustess. pared to incorrect answers. Towards this end, we evaluate
each cluster, an answering strategy is learned which equivauestion answering performance using several metrics:

lent to a set of retrieval, extraction, and answer type model ¢ Mean reciprocal rank( RR) is computed as the inverse

In the remainder of the paper we shall refer to these stiegegi of the rank of the first correct answer returned by a sys-
ascluster-basedince a single answering strategy is learned  tem. The higher the first correct answer can be found in
from the training questions of an individual cluster. the ranked answer list, the higher the MRR score.

When new questions are presented to a QA system, they ¢ The second metric tests the existence of at least one cor-
are classified according to the training clusters and the cor  rect answer within the top five answefBop5) and is
responding answering strategies are activated, eachajener less strict compared to MRR.
ing a set of answers. The strategy-specific answers are then, Towards the goal of redundancy, for document retrieval
merged into a final ranked answer list. Details on learniry an we evaluate the number of relevant documents obtained
implementation of the answer type, retrieval, and extomcti (i.e. documents containing at least a correct answer) and

models can be found iitita and Carbonell, 2004 ~ for answer extraction we evaluate the number of correct
The question datasets used in the experiments presented in  answers extracted.

this paper consist of all temporal questions from previoes t

evaluations TREC 8-1B/oorhees, 1999 to 2004Temporal questions strategies

guestions have the advantage of having a relatively high den MRR | Top5 | MRR | Top5
sity necessary in training statistical QA components. They all 0.431] 0.656| 0.256| 0.461
are also distributed such that they cover simple questiacts s extracted| 0.576] 0.879] 0.267| 0.480

as ‘When did Beethoven dig?but also structurally more
complex questions such a¥Vhat year did General Mont- Table 2: Statistical QA system results on temporal questions for
gomery lead the Allies to a victory over the Axis troops ini) all questions and ii) questions for which at least an answer was
North Africa?. Each question in this collection has a set of extracted We show average score over all questions, but also the
corresponding answer keys in the form of regular expression average performance over all strategies. However, fortipuneger-
The questions were processed with a part of speech taggtrmance, only a small number of strategies need to be ssfetes
[Brill, 1994], a morphological analyzéMinnenet al., 2001,
and a sentence splitter. Synonyms and hypernyms were ex- For comparison purposes, we have evaluated the instance-
tracted and used to enhance keyword-based queries in dogased QA system using MRR and Top5. Table 2 shows the
ument retrieval. Several queries are generated for each amRR and the Top5 scores for the question dataset used in
swering strategy and at most one hundred documents wetgis paper. We present the QA system performance over all
retrieved for each of these query through the Google APhuestionsll) in the dataset as well as the performance the
(www.google.com/api Documents containing any reference questions with at least one proposed anserirécted. Intu-
to TREC or the actual question, and other problematic conitively, the latter measure can be viewed as precision aad th
tent were filtered out. former measure as recall. At the question level, which istwha
Two desired qualities in question answering systems ar&REC evaluationgVoorhees, 1999 to 2004ise, we show
1) correctness- correct answers should have higher rankthe performance by averaging over all questions — for each
than incorrect answers, and2dundancy- correct answers question we combine results from all strategies. At the-stra
should occur more than once in documents. More specifiegy (cluster) level, we compute the performance by avegagin
cally, the retrieval component should produce multiple rel over all strategies — for each strategy, we compute the perfo
evant documents; the answer extraction component shoulthance over all questions it can be applied to. Note that not



all answeringgtrategiesare successful, hence the lower MRR specific answering strategies. We measure the retrievéil con
average. At the same timguestionsbenefit from multiple  denceconf(A;r(C;)|q) of an answering strategy derived
strategies and therefore their average MRR is higher. Pefrom clusterC; given a new test questian
formance in the above experiments was computed through
leave-one-out cross-validation. _ + Ny N ol

In these experiments, each iteration corresponds to an anof (Arr(Cy)la) = P(d7|Arr(C5)) - P(Cjla) - 5(7) (1)
swering strategy being selected. The newly selected answehereP(d + [A;r(C};)) is the probability of retrieving a rel-
ing strategy includes specific query types that are known t@vant document™ using strategyl;(C;) and is measured
perform well on training questions in the their respectiveby testing its effectiveness on a held-out set of questicma f
clusters. In addition, a cluster-specific SVM extractor §ind the cluster.?(C;q) is the probability of a cluster containing
and scores potential answers. In some of these experimeng#jestions similar tg and is given by the average similarity
the computation of a greedy-optimal (oracle) cluster gelac ~ betweeny andg; (i € C;) normalized over all clusters(j)
method is tractable. This is not to be confused with a globais & minimal cardinality condition for clusters.
optimal classifier that finds the absolute best strategycsele ~Figure 2 shows the effect of using confidence-based selec-

tion sequence — when tractable, we present its performancetion in order to iteratively add appropriate answeringtstra
gies (i.e. beneficial query content). The more strategies ar

3.1 Sdection for Document Retrieval employed to create queries and retrieve new documents, the

We assume a document to be relevant in the context of quegiss time will be available for answer extraction and answer
tion answering if it contains a correct answer in a correatco Merging. The iterative process offers a good trade-off be-
text. Since it is very difficult to automatically evaluatesth tWeen performance and number of strategies used, as well as
correctness of context, the notion of relevance is sometime? 900d basis for user-defined utility functions. In our exper
relaxed to whether a document contains the correct answéfne”ts-_ if the QA _system selects Onl_jb% of thg available
regardless of context. Through cluster-specific data, ¢he r strategies, the retrieval performance is approximatey of

trieval component of the QA system learns n-grams and fedhe maximum achievable using the existing current stragegi

tures that improve retrieval when added to queries. The im 2 Sdection for Answer Extraction

provement is measured when these queries are used to r

trieve documents for the questions in the same cluster. ThéOr a particular cluster, the SVM answer extractor is trdine

learned features become part of the cluster-based angweriQ the documents obtained by running the retrieval compo-
strategy which can be applied to new similar questions. nent O.f the answering strategy (|:e. using the learned aserl
to retrieve documents). The basic features include prdyimi

features, sentence statistics, and patterns (n-gramsaaae p
phrases) that discriminate best between sentences thatrcon
correct answers and sentences that do not. For the classifier
the value of these features is given by information gain.

The answer extractor used in these experiments consists of
a support vector machine (SVM) classif[@oachims, 2002
producing probabilities, and whose task is to decide whethe
or not sentences contain at least one correct answer. The
SVM was trained on features extracted from one-sentence

Strategy Selection for Document Retrieval
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0 question. The features consist of: distance between kelavor
and potential answers, keyword density in a passage, simple
200 /1 —— confidence selection | | statistics such as document and sentence length, query type
/ — — random selection lexical n-grams (up to six words in length), and paraphrases
0 : : : : Under the cluster-based approach, it is not sufficient to
0 20 40 60 80 100

train an answer extractor for each answering strategy. €rhes
strategies are trained on different number of questioes (i.
gluster size), they are sensitive to the notion of clustks-re
vance, and they are based on different query types and dif-
ferent relevant document distributions. Therefore, ettna
confidence has to be taken within the context of its history —
i.e. the rest of the answering strategy. We measure the an-
swer extraction confidencen f(Aar(C;)|q) of a strategy

A derived from cluste€’; given a new test questian

# iterations (strategies)

Figure 2: Smart selection based on strategy confidence allows th
QA system to employ only0% of its available strategies to retrieve
80% of the accessible relevant documents.

When trying to answer the questiomhen did Mozart
die? it may be beneficial to create queries that contain fea
tures such as “biography”, “cemetery”, “spent his life"ats
rificed himself”, etc. In many QA systems the retrieval com-
ponent contains rules for building better queries for sieci  conf(Aar(C))lq) = P(at|Aar(C))) - conf(Arr(C;)lq)
types of questions — in our exampléme.of_death In the (2)
cluster-based approach, these features are learned fh@n ot whereP(a™|A 4 (C;) is the probability of extracting a cor-

similar questions in the training data, and get added td@lus rect answera™ using the answering strategy .z (C;) —



Strategy Selection for Answer Extraction (w/o Merging)
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Figure 3:Selection based on confidence yields the best performaterecafefully selecting a limited number of strategies§tdu, queries,
and extractor) to answer a question. However, for bettarméancy it is better use additional answering strategigstifier correct answers
are required. No answer merging method has been used hessverampreserve their individual strategy-generated score

more specifically, using the cluster-trained SVM extractor answer extraction stage in a QA system.

P(a™|Aag(C;) is measured by testing its effectiveness on ) i

a held-out set of training questions from the cluster. 3.3 Selection for Answer Merging

ﬁAt this stage in the QA pipeline, all answering strategied th

. : : were activated produce a strategy-specific answer set. The
method ¢onfidence selectigmccording to MRR, Top5, and task of the answer merging component is to make use of re-

the fraction of correct answers extracted out of the totafnu dundancy and re-score the answers such that the correct an-

ber of correct answers that would be extracted if all strate, e are ranked higher than incorrect answers. The answer-
gies were used. Theandom selectiorconsists of random J :

sampling from the available strategies and using them to ex19 merging method we implemented consists of a weighted

tract more answers. Thauster size selectiois an intuitive o0 of the rlwndhlwdual anSV\;er cc;nflden_lf:r?s for all ansvvfe(; n-
baseline which gives priority to more specific, focusedtstra stances wit ft € same sur acehorm.d fe rf:lnswer configence
gies that correspond to clusters with higher similarityte t Conf.(a’“m of an answeiy a&{t :j €endo I} el questlodn_an-
test question:P(C;|q). However, it does not perform well, syverlnbg process Is aggregated across alfl ¢ ustgrand is
since cluster similarity is a necessary property, but itas n given by

sufficient in the selection process. Finally, tpeedy oracle

optimizes at each iteration the strategy that yields thetmosronf(axlq) = Y Y P(ax|Aar(C;))) - conf(Aar(C;)lq)
additional correct answers. In many cases,amnfidence se- ar Cj

lectionmethod performs virtually indistinguishable from the 3)
oracle sequence. whereP(a,|Aar(C;) is the probability of extracting a cor-
rect answer;, using the answering strategya z(C;).

While there is a benefit in using this selection method to Both in t FMRR and Tobs f Ei
quickly obtain a larger number of correct answers, if high an 31 mdeFr_mso 3t and ﬁf{) dscores, as seen irom tr:g;j
swer redundancy is required, then further strategies naist pire  and rigure s, the weighted answer merging metho

used. However, in terms of MRR and Top5 scores, a ver%ains approximately.15 MRR points (0%) and alsa0.15

In Figure 3 we evaluate the effectiveness of our selectio

small number of carefully selected strategies can be as e [op5 points ¢3%) in performance. The gap trade-off be-

. T h - . ween using theconfidence selectioscores and using all
fective as utilizing all of the available answering strégsg Etrategies aﬁso improved. As in the case of answergextrac—

A very important observation is that performance does nof, i inq that theonfid lecti h
degrade with subsequent iterations and increased number gf'- 't 1S €ncouraging that theonfidence selectioapproac
Qosely follows thegreedy optimakelection.

strategies. This can be explained by the fact that the be
strategies provide the highest confidence values and corre- .

sponding answer scores, while unsuccessful strategiestdo n(EL Conclusions & Future Work
introduce additional noise. In these experiments no answekn increasing number of question answering systems are re-
merging method was used. Each instance of an answer wagng on multi-strategy approaches in order to find answers
treated separately, with its original confidence scorergbye  to questions. They rely on multiple question classificatjon

a specific strategy. This approach does not provide any booahswer extractors, multiple retrieval methods using sdver

in confidence if the same answer has been seen more thaata sources, and different web-based services. While QA
once. However, it provides a measure of relative answeringerformance is often presented on batch processing of ques-
strategy noise and is informative to the performance of theions with no time constraints, in real-life scenarios,yoal



0.45

0.4

0.35

0.3

x 0.25}
2

2 0.2

0.15} s

ol o o — - greedy oracle
B I —— confidence selection
oost' 1 - — - random selection

cluster size selection
]

0 20 40 60 80 100 0 20 40 60 80 100
# iterations (strategies) # iterations (strategies)

Figure 4:Final QA performance — for answer merging, confidence baskttion performance allows the QA system to select less tha
10% of the strategies with nearly maximum performance. Theetwffl is marginally better for the MRR metric, since it recps better
relative scoring from answer merging.

limited number of these strategies can be fully explored. Un[Harabagiu and Lacatusu, 2J0&. Harabagiu and F. Laca-
der these scenarios response time and performance trisde-of tusu. Strategies for advanced question answeringiLIT
require careful selection of answering strategies sudtptra NAACL Workshop on Pragmatics of Q2004.

forman_ce is optimized subject to constraints. . [Harabagitet al, 2000 S. Harabagiu, D. Moldovan,
In this paper we presented a strategy selection approach \1 pasca. R. Mihalcea. M. Surdeanu. R. Bunescu
that directly addresses these issues and we apply it to a sta- g Girju V. Rus. and P. Morarescu. Falcon: Boosting’

tistical instance-based question answering system. Trou knowledge for answer engines. TIREG 2000.
experiments we have shown the significant benefits of a pri

cipled strategy selection method on document retrieval, a:{anch|ms, 2002T. Joachims. Learning to classify text us-
swer extraction, and answer merging (i.e. overall QA perfor g support vector machineBissertation 2002.

mance) using several metrics. By carefully selecfifg of [Lita and Carbonell, 2044L. V. Lita and J. Carbonell.
the available answering strategies, we obtained similar pe  Instance-based question answering: A data-driven ap-
formance to the scenario in which we employ all strategies. proach.EMNLP, 2004.

Moreover, the cluster-based confidence scoring method W‘ﬁ/linnenet al, 2001 G. Minnen, J. Carroll, and D. Pearce.

also incorporated into answer merging which improved per- . ; . .
formance in terms of MRR and Top5 significantly. fgﬁ;ﬁggg%ﬂf’;ﬂfgﬁ,@ggicess'”g of englishNatural

We are currently experimenting with multiple answer ex- )
tractors that are inherently different from SVM-basedastr [Moldovanet al, 2003 D. Moldovan, S. Harabagiu,

tors in order to increase the potential extraction coverd¢se R. Girju, P. Morarescu, F. Lacatusu, A. Novischi, A. Bad-

also intend to investigate additional selection methodsean ules cu, and O Bolohan. Lcc tools for question answering.

plore active learning approaches. In particular, we amrint  In TREG 2002.

ested in the effect of incremental training data on the $ielec  [Monz, 2003 C. Monz. From document retrieval to ques-

of answering strategies. tion answering. IrPh. D. Dissertation, Universiteit Van

Amsterdam2003.
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